
Solution of the execises of the exam of the course
Probability and Stochastic Processes

a.y. 2023/2024
02/02/2024

Exercise 1 Let
�

;F ; fFtgt�0 ;P

�
be the �ltered Wiener space. We consider the stochastic process

described by the Itô Stochastic Di¤erential Equation

X (t;X0) = X0 +

Z t

0

dsX (s) +

Z t

0

p
2sX (s) dB (s) ; (1)

dX (t) = X (t) dt+
p
2tX (t) dB (t) :

where fB (t)gt�0 is the Brownian motion.

1. Solve the equation (1) assuming the initial datum X0 = 1:

2. Compute the probability density of the r.v. X (t;X0) ; t � 0:

3. Compute the density of the random vector (logX (2; X0) ; logX (1; X0)) :

Solution:

1. The equation (1) is an Itô EDS with moltiplicative noise.

Setting

Y (t) = f (t;X (t)) := log
X (t)

X0

and computing the Itô�s di¤erential of Y (t) ; since f (t; x) = log x and

@tf (t; x) = 0 ;

@xf (t; x) =
1

x
;

@2xf (t; x) = �
1

x2
;

we get

dY (t) =
�
1� t2

�
dt+

p
2tdB (t) ;

Y (t) =

Z t

0

ds
�
1� s2

�
+

Z t

0

p
2sdB (s) :

1



That is, taking into account that Y (0; X (0)) = 0;

X (t;X0) = X0e
t� t3

3 +
p
2
R t
0
sdB(s) :

2. Since X0 = 1; from the previous equation we have that P fX (t) � xg ; where X (t) := X (t; 1)

is equal to P
�R t

0
sdB (s) � log x+ t3

3 �tp
2

�
; but

R t
0
sdB (s) is a Gaussian centered r.v. with

variance t3

3 ; hence

fX(t) =
1

2

r
3

�t3
1

x
exp

(
� 3

4t3

�
log x+

t3

3
� t
�2)

3. From (??) it follows that

E [Y (t;X0)] = t� t
3

3
Cov [Y (t;X0) ; Y (s;X0)] = E [(Y (t;X0)� E [Y (t;X0)]) (Y (s;X0)� E [Y (s;X0)])]

= 2E
�Z t^s

0

d��2
�
=
2

3
(t ^ s)3

The random vector

Y : = (logX (2; X0) ; logX (1; X0))

=

�
2� 8

3
+
p
2

Z 2

0

tdB (t) ; 1� 1
3
+
p
2

Z 1

0

tdB (t)

�
has Gaussian distribution with expectation vector

� =

�
�2
3
;
2

3

�
= (�1; �2)

and covariance matrix

C :=

�
16
3

2
3

2
3

2
3

�
=

�
a b
b b

�
:

Therefore,

fY (x; y) =
1q

(2�)
2
detC

exp

(
�


C�1 (x� �1; y � �2) ; (x� �1; y � �2)

�
2

)
(2)

=
3

8�
p
2
exp

(
�1
2

"
3

14

�
x+

2

3

�2
� 6

14

�
x+

2

3

��
y � 2

3

�
+
12

7

�
y � 2

3

�2#)
:

Exercise 2 Let fXigi�1 a sequence of r.v.�s on a sample space (
;F ;P) ; ffigi�1 be a sequence of
given functions such that fi : Ri 7! R:



1. What are the minimal requirement on the terms of the sequences fXigi�1 and ffigi�1 have

to satisfy for the sequence fYigi�0 such that 8i � 1; Yi :=
�Pi

j=1Xjfj�1 (X1; ::; Xj�1)
�2
to

be a submartingale w.r.t. the natural �ltration fFigi�0 generated by fXigi�1?

2. Supposing that the requirements asked above are satis�ed, write the Doob-Meyer decomposition
of fYigi�1 :

Solution: Let, for any i � 1; Si :=
Pi

j=1Xjfj�1 (X1; ::; Xj�1) :E [jSij] � sup1�j�i�1 sup(x1;::;xj�1)2Rj�1 jfj�1 (x1; ::; xj�1)j
Pi+1

j=1 E [jXj j] :
Moreover, since Si+1 = Si +Xi+1Wi where 8i � 1;Wi := fi (X1; ::; Xi) ;

E [Si+1jFi] = E [Si +Xi+1WijFi] = Si +WiE [Xi+1jFi] :

Hence, if, for any i � 1;E [jXij] < 1;Wi�1E [XijFi�1] � 0 and fi is bounded, then fSigi�1 is a
submartingale w.r.t. fFigi�1 :
Since x 7! x2 is a convex function, by the Jensen inequality

E [Yi+1jFi] = E
h
(Si+1)

2 jFi
i
� (E [Si+1jFi])2 � (Si)2 = Yi ;

that is fYigi�1 is a submartingale. The Doob-Meyer decomposition of fYigi�0 is then given by the
martingale fmigi�1 where 8i � 1;mi := Yi �Ai and by the compensator fAigi�1 where 8i � 1;

Ai : = X1f0 +
iX

j=1

(E [Yj jFj�1]� Yj�1)

= X1f0 +
iX

j=1

(E [Yj � Yj�1jFj�1]) =

= X1f0 +
iX

j=1

�
E
h
(Sj�1 +XjWj�1)

2 � S2j�1jFj�1
i�

= X1f0 +

iX
j=1

(E [XjWj�1 (2Sj�1 +XjWj�1) jFj�1]) :

Assuming that fSigi�1 is a martingale i.e. 8i � 1;E [XijFi�1] = 0;

Ai = X1f0 +

iX
j=2

E
�
X2
j jFj�1

�
Wj�1 :


