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Exercise 1 Let {X’i}izo a sequence of 1.i.d.7.v.’s on a filtered probability space (Q,f, {Fn}nzo ,P)

such that (Q,F) = (Z4,P(Z4)), Fo is the trivial calgebra and¥n > 1, F, .= o ({1},..,{n},{k€Q:k>n+1}),

P{n}==1- % and Vi > 0, X; := (1 + 1) 1{peq:k>nt1}- Prove that {X”}nZO is a martingale w.r.t.

n n+
{Fn} >0 and study its convergence.

Solution: By the definition of P,Vn > 0,P{k€Q:k>n+1} = n%rl Hence,

E[Xn+1|fn] = (n+2)IP’({k€Qk2n+2}\{k69k2n+1}) l{keﬂ:an—i-l}
1

= (n + 2) %Hl{kEQ:anJrl} = Xn .
n41

Moreover, ¥n > 0,X,, > 0 so that E[|X,|] = E[X,] = E[X,] = 1. Therefore {X;},, is a L'-
martingale hence convergent P — g.c. to a L' r.v. £. Moreover, ¥n > 0,

. eit('rz+1)
ox, )= [eztxn] =P{keQ:k<n}+

n+1
Therefore, vy, (0) =1 and its pointwise limit as n — oo is 1, that is { =0 P — g.c.. m

Exercise 2 Let (Q,f, {}—t}tzo ,IP’) be the filtered Wiener space. Solve the stochastic process de-
scribed by the Ito Stochastic Differential Equation

X (¢, X0) = Xo —l—/o ds (coss) (X (s)+1) —l—/o sin sdB (s) (1)

dX (t) = (cost) (X (t) + 1)dt + (sint)dB (t) .
where (B (t) ,t > 0) is the Brownian motion.

1. Compute the covariance of the stochastic process (X (¢,0) , t > 0).



Solution: The equation (1) sia a linear Itd’s SDE with additive noise. Hence, considering the
process
t .
V(1) =f(6,X (1) =e JodocosoX (1) = e X (1),

by the Ito’s lemma we get
dY (t) = (cost) e 5t + (sint) e 5 *dB (s)

whose solution is

t t
Y(t):Xo+/ dse*si“coss+/ e” " sin sdB (s) .
0 0

Therefore,
¢ t
X (t) = Xoetnt +/ dseSP SIS o696 —I—/ S t=sins gin sdB (s) .
0 0
1.
E[(X (t,0) - E[X (z,0)]) (X (s,0) = E[X (s,0)])] =
tA
— e(sir1t)+(sins)/ ° dTe—QsinT (SiHT)2
0
[

Exercise 3 Compute the probability density function of the random variable exp X (t,0), where
(X (t,0) , t > 0) is the solution of the Ité SDE (1).

Solution: For any ¢ > 0, X (£,0) £ N (1 (t), 02 (1)), where pu (t) = fg dsesint=sins cos g and o2 (t) =
fot dse2(sint=sins) (gin §)  Thus, denoting by Z := exp X (,0),Vz > 0,

1 _(@—u@)?
og z e 202(t)

do— e
o N 2mer ()

P{Z <z} =P{X (¢t,0) <logz} =

which implies
_ (log z—p(t))?
e 202(t) 1

d
f2(z) = P2 <2} = ——j ) 2o (2) -



