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Exercise 1 Let fXigi�1 a sequence of i.i.d.r.v.�s on a probability space (
;F ;P) such that R 3
x 7�! fX1 (x) =

e�jxj

2 2 R+: Let fFngn�0 be the natural �ltration i.e. the sequence of �algebras
s.t. F0 is the trivial �algebra and, for any n � 1; let Fn be the �algebra generated by the random
vector (X1; ::; Xn) : Consider the sequence fMn (�)gn�0 s.t. M0 (�) := 1 and 8n � 1;Mn (�) :=

exp [�
Pn

k=1Xk � nA (�)] ; where R 3 � 7�! A (�) 2 R: such that is a martingale

1. For which values of �; fMn (�)gn�0 � L1 (
;F ;P)?

2. Compute the function � 7! A (�) such that fMn (�)gn�0 is a martingale w.r.t. fFngn�0 :

3. For which values of �; fMn (�)gn�0 is a L2-martingale?

Solution:

1. For any n � 0;Mn (�) > 0: Moreover, given n � 1; since the Xk�s are i.i.d.,

E [Mn (�)] = e�nA(�)E
h
e�
Pn

k=1Xk

i
= e�nA(�)E

"
nY
k=1

e�Xk

#

= e�nA(�)En
�
e�X1

�
=
e�nA(�)

2

�Z
R
dxe�x�jxj

�n
:

Since the last integral is �nite for j�j � 1; we get that Mn (�) 2 L1 (
;F ;P) for these values
of �:

2. We have to �nd (�1; 1) 3 � 7�! A (�) 2 R such that E [Mn+1 (�) jFn] = Mn (�) : Since
Mn+1 (�) =Mn (�) exp (�Xn+1 �A (�)) ; recalling that the Xk�s are i.i.d.,

E [Mn+1 (�) jFn] =Mn (�)E
�
e�X1

�
e�A(�) ;

1



that is

A (�) = logE
�
e�X1

�
= log

1

2

Z
R
dxe�x�jxj

= log
1

2

�Z 0

�1
dxex(1+�) +

Z 1

0

dxe�x(1��)
�

= log
1

2

�
1

1 + �
+

1

1� �

�
= log

1

2
�
1� �2

�
3. Working as in pont 1. since M2

0 (�) =M0 (�) = 1;8n � 1 we get

E
�
M2
n (�)

�
=
e�n2A(�)

2

�Z
R
dxe2�x�jxj

�n
:

Hence Mn (�) 2 L2 (
;F ;P) for any n � 0; for j�j � 1
2 :

Exercise 2 Let
�

;F ; fFtgt�0 ;P

�
be the �ltered Wiener space. Solve the stochastic process de-

scribed by the Itô Stochastic Di¤erential Equation

X (t;X0) = X0 +

Z t

0

dss (X (s) + 1) +

Z t

0

s (X (s) + 1) dB (s) ; (1)

dX (t) = t (X (t) + 1) dt+ t (X (t) + 1) dB (t) :

where (B (t) ; t � 0) is the Brownian motion.

1. Compute the variance of the stochastic process (X (t; 1) ; t � 0) :

Solution: The equation (1) sia a linear Itô�s SDE with multiplicative noise. Hence, Considering
the associated homogeneous equation with initial datum equal to 1;

Y (t) = 1 +

Z t

0

dssY (s) +

Z t

0

sY (s) dB (s) ;

whose solution is

Y (t) = exp

�Z t

0

ds

�
s� s

2

2

�
+

Z t

0

sdB (s)

�
(2)

= exp

�
t2

2
� t

3

6
+

Z t

0

sdB (s)

�
;

and computing the Itô di¤erential of the process U (t) = f (t; Y (t)) := 1
Y (t) we get

dU (t) =
�
�t+ t2

�
U (t) dt� tU (t) dB (t) :

Computing the Itô di¤erential of the process X (t;X0)U (t) we obtain

d (X (t;X0)U (t)) =
�
t� t2

�
U (t) dt+ tU (t) dB (t) :



Therefore, since X (0; X0)U (0) = X0;

X (t;X0)U (t) = X0 +

Z t

0

ds
�
s� s2

�
U (s) +

Z t

0

sU (s) dB (s) ;

that is

X (t;X0) = Y (t)

�
X0 +

Z t

0

ds
s� s2
Y (s)

+

Z t

0

s

Y (s)
dB (s)

�
(3)

= exp

�
t2

2

�
1� t

3

�
+

Z t

0

sdB (s)

�
�

�
�
X0 +

Z t

0

ds
�
s� s2

�
e�

s2

2 (1�
s
3 )�

R s
0
�dB(�)+

+

Z t

0

se�
s2

2 (1�
s
3 )�

R s
0
�dB(�)dB (s)

�
:

A simpler way to solve (1) would have been to consider that, adding 1 to both members of the
equation we would have had

(X (t;X0) + 1) = (X0 + 1) +

Z t

0

dss (X (s) + 1) +

Z t

0

s (X (s) + 1) dB (s) :

Therefore, setting Z (t; Z0) := X (t;X0) + 1; with Z0 := X0 + 1; solving (1) is equivalent to solve

Z (t; Y0) = Z0 +

Z t

0

dssZ (s) +

Z t

0

sZ (s) dB (s) (4)

which is a homogeneous Itô SDE, which solution is given by Z0 times (2), namely Z (t; Z0) =
Z0Y (t) : Hence

X (t;X0) = (X0 + 1)Y (t)� 1 (5)

= (X0 + 1) exp

�
t2

2

�
1� t

3

�
+

Z t

0

sdB (s)

�
� 1 :

Why (3) and (5) are two equivalent representations of the solution of (1)?

1. Taking the expectation value of both members of (1) and setting �X (t) := E [X (t; 1)] ; we get
�X (t) = 1 +

R t
0
dss (�X (s) + 1) which solves the Cauchy problem�

d
dt�X (t) = t (�X (t) + 1)
� (0) = 1

that is �X (t) = 2e
t2

2 � 1:
Computing the Itô di¤erential of Y (t) := f (t;X (t; 1)) = X2 (t) we get

dY (t) = 1 +

Z t

0

ds
h
2sX (s) (X (s) + 1) + s (X (s) + 1)

2
i

(6)

+

Z t

0

2sX (s) (X (s) + 1) dB (s) :



Taking the expectation value of both sides of the previous equation and di¤erentiating w.r.t.
t; setting qX (t) := E [Y (t)] = E

�
X2 (t; 1)

�
; we obtain tath qX solves the Chauchy problem�

d
dtqX (t) =

�
2s+ s2

�
qX (t) + 2

�
s+ s2

�
�X (t) + s

2

qX (0) = 1
:

that is

qX (t) = 1 +

Z t

0

ds
h
2
�
s+ s2

� �
2e

s2

2 � 1
�
+ s2

i
e
R t
s
d�(2�+�2)

= 1 +

Z t

0

ds
h
2
�
s+ s2

� �
2e

s2

2 � 1
�
+ s2

i
e

�
t2+ t3

3

�
�
�
s2+ s3

3

�

Hence,
V ar [X (t; 1)] = qX (t)� �2X (t) :

Exercise 3 Compute the probability density function of the random variable
p
jlog Y (1; 1)j; where

(Y (t; 1) ; t � 0) is the stochastic process solution of the homogeneuous Itô SDE associated to the
equation (1).

Solution: The homogeneous equation associated to (1) with initial datum equal to 1 is

Y (t) = 1 +

Z t

0

dssY (s) +

Z t

0

sY (s) dB (s) ;

whose solution is

Y (t) = exp

�Z t

0

ds

�
s� s

2

2

�
+

Z t

0

sdB (s)

�
= exp

�
t2

2
� t

3

6
+

Z t

0

sdB (s)

�
:

Therefore, Z := log Y (1; 1) = 1
3 �

R 1
0
sdB (s) is a Gaussian r.v.; more precisely Z d

= N
�
1
3 ;

2
9

�
:

Therefore, setting W :=
p
jZj;

FW (w) : = P fW � wg = P
np

jZj � w
o
= P

�
jZj � w2

	
= P

�
�w2 � Z � w2

	
=

Z w2

w2
dz
3e�

9(z� 1
3 )

2

4

2
p
�

:

Hence,

fW (w) :=
d

dw
FW (w) =

3e�
9(w2� 1

3 )
2

4

p
�

w +
3e�

9(w2+ 1
3 )

2

4

p
�

w :


