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Abstract. One of the most hard tasks performed by Answer Set Programming
(ASP) systems is instantiation, which consists of generating variablepfree
grams equivalent to those given as input. The efficiency of this taskutsatr

for ASP systems performance especially in case of real-world applicatibere
huge inputs are processed.

We recently proposed a method that exploits the capabilities of multi-prcess
machines for the instantiation. This method confirmed to be effectiveciediye
when dealing with programs consisting of many rules. Here, we reporé pre-
liminary results on a rewriting-based strategy that makes the existing teghniq
exploitable even in case of programs with few rules.

1 Introduction

In the last few years, multi-core/multi-processor ardttitees become standard, thus
making Symmetric MultiProcessing (SMP) [1] common also datry-level systems
and PCs. In SMP architectures two or more identical proecessannect to a single
shared main memory, enabling simultaneous multithreadutia. Such technology
might be profitably exploited also in the field of Answer Sedbgtamming (ASP): in-
deed, recent applications of ASP in different emerging au(see e.g., [2-8]), have
evidenced the practical need for faster and scalable ASBrags

ASP is a declarative approach to programming proposed i@ of nonmono-
tonic reasoning and logic programming [9-15] which feawaédnigh declarative nature
combined with a relatively high expressive power [16, 1 Tfantunately, this comes at
the price of a high computational cost. The kernel module&S#® systems work on a
ground instantiation of the input program. Thus, an inpogpam@ first undergoes the
so-called instantiation process, which produces a progtasemantically equivalent to
P, but not containing any variable. This phase is computatipivery expensive; thus,
having an efficient instantiation procedure is, in generéey feature of ASP systems.

In [18] we proposed a technique for the parallel instargiatbf ASP programs,
allowing the performance of instantiators to be improvedeploiting the power of
multiprocessor computers. The technigue takes advantagente structural proper-
ties of input programs in order to reduce the usage of mudeksl [1], and thus the
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time spent by concurrency-control mechanisms. The stydtemises on two different
aspects of the instantiation process: on the one hand,ntiera the structure of the in-
put programpP, splits it into modules and, according to the interdepentsnbetween
the modules, decides which of them can be processed in ga@tl the other hand,
it parallelizes the evaluation within each module. The pemal strategy has been im-
plemented into the instantiator module of the ASP system [P16], thus obtaining a
parallel ASP instantiator. This new system is effectiveeegdly in the evaluation of
programs consisting of several rules with a large amoumntit data [18].

Here we present the basic principles concerning a rewrliged strategy that aims
at improving the system performance even when dealing witlynams consisting of
few rules. Basically, input programs are rewritten in suetes that the instantiation of
each rule is split into different jobs that can be done in belrd&Results of a preliminary
experimental activity are also presented.

2 Paralle Instantiation of ASP Programs

In this Section the parallel instantiation algorithm of [1&hich relies on the DLV
(“standard”) instantiation procedure, is briefly descdbA detailed discussion about
the DLV instantiator and the details of the parallel insttiin technique are out of the
scope of this short paper; for further insights we kindl\erehe reader to [16, 18, 19].

Roughly, the instantiation module of DLV splits up a giverogram? into sub-
programs callednodules. Each of these modules corresponds to a strongly connected
component (SCC) of a particular graph, calldsgbendency graph (Gp), which, intu-
itively, describes how predicates depend on each otherDIMeinstantiator processes
them, one at a time, according to a (partial) ordering induzg G, which ensures
that all data needed for the instantiation of a module haee béready generated by the
instantiation of the modules preceding it. A procedureecHlhstantiateComponent is
in charge of instantiating modules, while a procedure dditstantiateRule builds all
the ground instances of a given ruleA single call tolnstantiateRule is sufficient for
completely evaluating non-recursive rules, while reagrsines are processed several
times according to a semi-ive evaluation technique [20].

The procedure presented in [18] combines two strategiedirit one for the paral-
lel evaluation of different modules, while the second far doncurrent instantiation of
rules within a module. Both strategies avoid the use of migeks: the former by prop-
erly choosing the modules to be evaluated in parallel; ttterlay suitably parallelizing
each iteration of the semi-nee algorithm. The idea is that if there are no two threads in
read/write (nor write/write) conflict on the same data stnee, then no synchronization
is needed. This allows one to drastically reduce the sedglérallel overhead.

Parallelizing the Program Instantiation. The parallel instantiation of an input pro-
gram?P is based on classical producer-consumers pattemarfager thread (producer)
identifies the components that can be processed at a given éind delegates their
instantiation to a number ohstantiator threads (consumers). The choice of the com-
ponents to be processed in parallel is made according tobineamentioned patrtial
ordering. Intuitively, a componerit from the bunch of components to be instantiated



is given by the manager to the instantiators only if all thi@imation needed has al-
ready been computed.

Parallelizing the I nstantiation of a Program Module. Within a single module, each
rule is processed by one thread. First, all non-recursiesare concurrently evaluated,
then, as soon as all of them are done, recursive ones arespeatdn particular, at
the end of each single iteration of the semiweaalgorithm, instantiators synchronize
in such a way that common structures (like, e.g. curreniganterpretation) can be
safely updated by the manager, and next iteration starts.

3 Paralldization of Rulelnstantiation: | deas and Experiments

The technique described above makes parallel the exeaiftioi different steps of the
instantiation process: the evaluation of program moduhesthe instantiation of rules
within each module. However, it is not fully exploitable iase of programs with few
components and few rules. Consider, for instance, theviglig disjunctive encoding
for the well-known 3-Colorability problem:

(r) col(X,red) V col(X,yellow) V col(X,green) :— node(X).
(¢) = col(X,C), col(Y,C), edge(X,Y).

Predicatesiode andedge represent the input graph; rule) guesses the possible
colorings of the graph, and the constrajat imposes that two adjacent nodes cannot
have the same color. In this case, the technique proceedssbynftantiating-, and
then by processing the constrainnly once the extension @bl has been computed.

Thus, such encoding does not allow the existing techniqueake the evaluation
parallel at all. However, as it is easy to see, one may pradiffierent encodings (with
more rules) for the same problem, which are more amenabltédéaechnique. In gen-
eral, this would require the user to kntww the evaluation process work, while writing
a program: clearly, such a requirement is not desirable fbedarative system. Nev-
ertheless, an automatic rewriting of the input program emoequivalent one, whose
evaluation can be made more parallel, could make transpiismptimization process
to the user. For instance, the following is an alternativeoeling for the 3-Colorability
problem which can be obtained by automatically rewriting ¢higinal one:

(r) col(X,red) V col(X,yellow) V col(X,green) :— node(X).
(c1) = col(X,C), col(Y,C), edgel(X,Y).
(c2) = col(X,C), col(Y,C), edge2(X,Y).

The set of edges isplit up into two (equally sized) subsets, represented by predi-
catesedgel andedge2. The evaluation of constraints; ) and(cz) is equivalent to the
evaluation of the original constraiat but the computation now can be carried out in
parallel by two different instantiators. Obviously, thésuriting strategy can be straight-
forwardly extended for allowing more than two instantiatty work in parallel.

This rewriting technique somewhat coincides with the Seed#r-parallelism[21-
23], which is here simulated by splitting obtained via réing, without a drastic and
involved modification of a system implementation. In gehetas idea allows one to
“split” any encoding; but there are different, sometimesypavays to rewrite a pro-
gram. For instance, another possible encoding for 3-Chilitsacould be obtained by



splitting predicateolor into color; . . . color,.* Or, if possible, one can also consider
to split also two (or more) body predicates, like batlior andedge; in this case, the
rewritten program requires also a number of rules, the bédgch containing a join be-
tweencolor; andedge;, 1 < i, j < n. The choice of the most convenient is not trivial,
and must be made according to several factors. For insttre@)stantiation exploits,
for the evaluation of each rule, clever techniques baseaionordering [20, 24] and
backjumping [25]. A “bad” split might reduce or neutralizgetbenefits provided by
these techniques, thus making the overall time consumeklebpdrallel evaluation not
optimal (and, in some corner case, even worse than the tiquéreel to instantiate the
original encoding). Intuitively, the join ordering teckyoies establish the body order ac-
cording to several facts, as the (estimated) size (numbestainces) of body predicates.
While rewriting a ruler, according to the split of a body predicaténto py,...,p,, a
number of rules, ..., r, is obtained with the same shaperadut with body pred-
icatesp, ..., p, sSmaller in size w.r.tp. Thus, the body orderings of,...,r, may
differ from the one ofr, possibly significantly affecting the instantiation tinehese
considerations are confirmed by some experiments repartie ifollowing section.

Experiments. In order to check the viability of the rewriting for increagi paral-
lelism and to evaluate the effects of different splits onfgrenance, we have carried
out some preliminary experiments. In particular, we comsd three well-known prob-
lems, whose standard encodings in disjunctive ASP are niatbdel for parallel eval-
uation with the technique of [18], namely 3-Colorabilitye&hability (compute the
transitive closure of a given graph), and Same Generatimer{ga parent-child rela-
tionship, i.e. a tree, find pairs of persons belonging to tmesgeneration). For each
problem we analyzed different splits, but for space reasenefrain from reporting the
corresponding encodings here.

We assessed our encodings by exploiting the parallel itiatanof [18] on a ma-
chine equipped with two Intel Xeon HT (single core) processocked at 3.60GHz.
In particular we compared a single-threaded groundingren@iT” in the table) against
a multi-threaded grounding engin&/(").? Table 1 reports, for each problem, the aver-
age instantiation time spent by the two engines (each expatihas been repeated five
times), for two different instances. For each problem weetbshe standard encoding
against two different rewritten programs; these are basdtesplit of predicatesdge
and color, respectively, for 3-Colorability, anddge and node for Reachability; for
Same Generation we split arge and considered two different body orderings. The
results clearly show that/T' always outperfoms'T while instantiating split encod-
ings, with a gain close to 50% (the best one can obtain fromoagrecessor machine),
while, as expected, the standard encodings do not enjoy ainy Bloreover, as dis-
cussed before, different splits produce very differentavédrs. Indeed, while the two
splits for Reachability lead to comparable results, for@e€ability and Same Genera-
tion the scenario changes. For instance, splittirigr instead okdge in 3-Colorability

! Note that, differently fronedge, color is not an input predicate; splitting on it requires to split
the predicates it depends on and generate new rules accordingly.

2 The maximum number of allowed concurrent instantiator threads wee $ieé number of
simultaneous (i.e., executed in a different CPU) threads/proceésescby the hardware.



3Colorability Reachability Same Generation
NoSplit‘Edge‘Color NoSplit‘Edge‘Node NoSplit‘ Edgel‘EdgeQ
ST 46.4 45.3 202.5 15.8 14.3 14.7 45.11 377.9 229
MT 46.59 23.6 104.5 156 7.8 8.2 45.20 197.9 15.6
ST 124.2128.6 544.3 375.2272.7281.7] 2680.131996.8 449.5
MT 129.4 66.6 278.1| 374.3139.9144.1| 2674.816369.1 274.9

Table 1. Average Grounding Times (s).

nullifies the advantages of parallel computation, and theral/time becomes higher
than the one required by the original encoding. In additiba,results for Same Gen-
eration clearly show how a split can interfere with the jomdering technique, thus
leading to unexpected side-effects: splittinfye caused a noticeable worsening (col-
umn Edge; of Tablel), but a more deep analysis allowed to discoverthizatimes can
be drastically reduced by simply changing the body ordef@atumn Edges).
Summarizing, the splitting strategy produces encodingsfthly enjoy the parallel
technique (/T gets a 50% off agains$tT’); importantly, by carefully choosing the pred-
icate(s) to split, the technique presents noticeable galren compared to non-parallel
instantiation (/7" with best split halves times againsi” with original encoding).

Conclusion Preliminary experiments confirmed that the “split” rewrdiis viable, but
cannot be applied trivially. We plan to develop heuristicattallow for selecting the
best predicate to split, in order to implement a smart rewtihat can be seamlessly
integrated in our parallel instantiator. This will lead &ié further advantage of multi-
processing, especially in the case of program encodingsicamg very few rules.
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