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Abstract. The Magic Sets rewriting technique (MS) consists in rewriting a logic program \( P \) with respect to a query \( Q \) in such a way that, the bottom-up evaluation of the rewritten program simulates the top-down evaluation of \( Q \) in the original program. In this way, only a restricted part of the ground program of \( P \) is evaluated, thus obtaining valuable efficiency improvements. Many extensions and modifications of the base technique have been proposed in literature, but most of them are confined to the Datalog realm. In this paper we present an implementation of the Magic Set rewriting technique that is applicable to positive disjunctive logic programs with function symbols under the answer set semantics. We show how the base technique has to be modified when both disjunction in the rule heads and function symbols occur contemporarily in the input program. Finally, we describe our implementation of the technique, which is able to produce magic programs compatible with DLV syntax.

1 Introduction

The Magic Sets rewriting technique takes a significant place in the literature about logic programming and deductive database systems, since its early definition in [1]. Given a logic program \( P \) and a query \( Q \) over its vocabulary, this technique consists in rewriting \( P \) with respect to \( Q \), by adding some predicates and some newly created rules: these latter are introduced in order to simulate the top-down computation of the program. By using Magic Sets it is possible to reduce the amount of unnecessary computation, due to portions of the ground version of \( P \) which cannot alter the answer to \( Q \), but are however evaluated if a pure bottom-up scheme is used. Many extensions and modifications of the base technique have been proposed in literature, aimed at improving or extending it to more specific cases. Among them, we mention here the extensions to disjunctive logic programs in [2,6], and the one realized for programs with (possibly unstratified) negation in [3]. In this paper we focus our attention on positive disjunctive logic programs with function symbols, applying the magic set technique to this kind of programs. Some particular issues arise when considering this language, due to the presence of function symbols along with disjunction. The main contributions of this work are: (i) we extend the magic set technique to the case of positive disjunctive programs with function symbols by devising an appropriate transformation algorithm; (ii) we give an implementation of the algorithm, and we show how it works by example.

In the following, we first recall both syntax and stable model semantics of disjunctive logic programs; then, we present by means of an example the classic Magic Sets transformation for Datalog programs, followed by the detailed description of our “magic” algorithm; some notes regarding the implementation and comments about future work conclude the paper.
2 DLP with function symbols

Let $\mathcal{C}$ be a denumerable set of distinguished constant and function symbols. Let $\mathcal{X}$ be a set of variables. Let $\mathcal{P}$ be a set of predicate symbols. We conventionally denote variables with uppercase first letter, while constants will be denoted by lowercase first letter. A term is either a simple term or a functional term. A simple term is either a constant symbol from $\mathcal{C}$ or a variable from $\mathcal{X}$. A functional term is of the form $f(t_1, \ldots, t_n)$ where $t_1, \ldots, t_n$ are terms and $f$ is a function symbol of arity $n$.

An atom is of the form $p(t_1, \ldots, t_n)$, where $t_1, \ldots, t_n$ are terms, and $p \in \mathcal{P}$ represents the predicate name of the atom.

A program is a set of rules of the form $a_1 \lor \cdots \lor a_n \leftarrow b_1, \ldots, b_m$ where $a_1, \ldots, a_n$ and $b_1, \ldots, b_m$ are atoms, and $n \geq 0$, $m \geq 0$. The disjunction $a_1 \lor \cdots \lor a_n$ is the head of $r$, denoted by $H(r)$, while $b_1, \ldots, b_m$ is a conjunction denoted as $B(r)$ (the body of $r$). A rule with empty body will be called fact. A predicate appearing only in rule bodies and in facts is referred to as EDB predicate, otherwise as IDB predicate. In the following, we will assume to deal with safe programs, that is, programs in which each variable appearing in a rule $r$ appears in at least one atom in $B(r)$.

Given the program $P$, the Herbrand Universe $U_P$ is the set of ground terms which can be constructed using the symbols of $\mathcal{C}$ appearing in $P$. A substitution for a rule $r$ of $P$ is a mapping $\theta$ from the set of variables of $r$ to $U_P$. We denote $r\theta$ as the ground rule obtained by substituting variable occurring in $r$ with elements of $U_P$ according to $\theta$. A ground rule contains only ground atoms; the set of all possible ground atoms that can be constructed combining predicates of $P$ and terms in $U_P$ is usually referred to as Herbrand Base ($B_P$). We denote by $grnd(r)$ the set of ground rules obtained by applying all the possible substitutions to $r$. Given a plain program $P$, its ground version $grnd(P)$ is the union of all the sets $grnd(r)$ for $r \in P$.

An interpretation for $P$ is a set of ground atoms, that is, an interpretation is a subset $I \subseteq B_P$. We define the following entailment notion with respect to an interpretation $I$.

For a a ground atom: $I \models a$ iff $a \in I$; For $a_1, \ldots, a_n$ ground atoms:

$I \models a_1, \ldots, a_n$ iff $I \models a_i$, for each $1 \leq i \leq n$; $I \models a_1 \lor \cdots \lor a_n$ iff $I \models a_i$ for at least one $i$, $1 \leq i \leq n$. For a rule $r$: $I \models r$ iff $I \models H(r)$ or $I \not\models B(r)$;

A model for $P$ is an interpretation $M$ for $P$ such that every rule $r \in grnd(P)$ is such that $M \models r$. A model $M$ for $P$ is minimal if no model $N$ for $P$ exists such that $N$ is a proper subset of $M$. The set of all minimal models for $P$ is denoted by $MM(P)$.

An interpretation $I$ for a program $P$ is an answer set for $P$ if $I \in MM(P)$ (i.e., $I$ is a minimal model for the positive program $P$). The set of all answer sets for $P$ is denoted by $ans(P)$. We say that $P \models a$ for an atom $a$, if $M \models a$ for all $M \in ans(P)$.

3 Informal Overview

The Magic Sets rewriting technique consists of a simulation of the top-down evaluation of a query $Q$ by modifying an original program $P$ and producing a rewritten program $M(P,Q)$ which comprises additional rules, and updates to the original ones. $M(P,Q)$ is conceived in order to reduce computation to what is actually relevant for answering the query. In fact, $grnd(P)$ contains, in general, many ground rules that have no impact in answering $Q$ as they are related to atoms which $Q$ does not depends on. In general, it is expected that $grnd(M(P,Q))$ has smaller size than $grnd(P)$.

The original magic sets method was first described in [1] for the case of Datalog, i.e. logic programs without function symbols. Following work considered the presence of functional terms, yet not explicitly taking disjunction also into account (see e.g. []).
Concerning the stable model semantics, it is known how to apply this rewriting technique to Datalog Programs with disjunction [2, 6] and also (with some restricting assumption) to unstratified programs [3].

To give an intuition about the general magic set technique for Datalog programs, we can consider the following (traditional) example. Let us consider the query $Q = \text{path}(1, 5)$? on the following program $P_1$:

$$
\text{path}(X, Y) \leftarrow \text{edge}(X, Y), \text{path}(X, Y) \leftarrow \text{edge}(X, Z), \text{path}(Z, Y).
$$

As a first step, head predicates are “adorned”. Basically, we simulate the top-down computation and annotate the way how the variable bindings are propagated from the head atom to body atoms. Each rule of the input program is replaced by an “adorned” one in which the name of each predicate is modified by appending the binding information. Given an IDB predicate, we denote a bound argument with the $b$ letter, while a free one is labeled with $f$. For instance $\text{path}^{bf}$ is a predicate which is in principle a subset of $\text{path}$; in particular its first argument is restricted to a set of values (the magic set of $\text{path}^{bf}$) which is usually much smaller than the range of $\text{path}$ on its first argument.

The adornment process starts from the query $Q$. This latter is adorned in a very simple manner: all constants in the query become bound, all variables are marked as free (we obtain in this case the predicate $\text{path}^{bb}$). Adornment is propagated to rules’ heads in which $\text{path}$ appears, and subsequently from the head to the body. If a new adorned predicate is created (as it is present in the head or the body of the rule), this is processed in turn in the same way of the original adorned query, until no more adorned predicates have to be processed. SIPs (Sideways Information Passing Strategies) are used in order to establish the adornment policy: for space reasons we refer the reader to [7], for a detailed explanation about SIPs. In our example, the arguments of the given query are both constants, and thus bound; we will build the adorned program according to $\text{path}^{bb}$:

$$
\text{magic\_path}^{bb}(1, 5), \text{magic\_path}^{bb}(Z, Y) \leftarrow \text{magic\_path}^{bb}(X, Y), \text{edge}(X, Z), \\
\text{path}(X, Y) \leftarrow \text{magic\_path}^{bb}(X, Y), \text{edge}(X, Y), \\
\text{path}(X, Y) \leftarrow \text{magic\_path}^{bb}(X, Y), \text{edge}(X, Z), \text{path}(Z, Y).
$$

Note that EDB predicates are excluded from adornment. The next step of the transformation consists in generating magic rules starting from the adorned program. These rules define magic predicates. A magic predicate defines the allowed range of values for bound arguments of a predicate. We start from the head of the rule.

Given an adorned head atom $a(t)$, we obtain the set of terms $t'$, derived from $t$ by removing all the terms corresponding to free arguments, and generate the magic atom $\text{magic}_a(t')$. Then, for each atom $b$ in the body, we create its magic version $\text{magic}_b(\ldots)$. Subsequently, we generate a magic rule having $\text{magic}_h$ in the head and $\text{magic}_a$ in the body, followed by all the atoms of the adorned rule which can propagate the binding.

The third step consists of the modification of the adorned rules. In this step we add to the bodies of the rules the magic atoms which have been generated in the previous step. For each rule with head $h$, an according magic atom $\text{magic}_h$ is inserted in the body of the rule.

$$
\text{magic\_path}^{bb}(1, 5), \text{magic\_path}^{bb}(Z, Y) \leftarrow \text{magic\_path}^{bb}(X, Y), \text{edge}(X, Z), \\
\text{path}(X, Y) \leftarrow \text{magic\_path}^{bb}(X, Y), \text{edge}(X, Y), \\
\text{path}(X, Y) \leftarrow \text{magic\_path}^{bb}(X, Y), \text{edge}(X, Z), \text{path}(Z, Y).
$$

Finally, in the last step the query is processed by adding a magic fact $\text{magic\_query\_ad}$ if $q$ is the query and $ad$ its adornment; In our example we add $\text{magic\_path}^{bb}(1, 5)$.

The resulting program is then evaluated w.r.t. the query.
4 Magic Sets for DLP with Function Symbols

In this section we present a new version of the standard Magic Set technique presented above, which works on disjunctive programs with function symbols. The algorithm is sketched in Figure 1. The main procedure is called magify.

Program magify(Program P, Query Q)
{
    Program M(P, Q) = ∅;
    if (Q.isconjunctive())
    {
        Rule R', Query Q';
        (Q', R') = normalizeQuery(Q);
        P.addRule(R');
        Q = Q';
    }
    Program AP = createAdornedProgram(P, Q);
    Program MR = createMagicRules(AP);
    Program MP = addMagicAtoms(P);
    Fact MF = createMagicFact(Q);
    M(P, Q) = removeAdornments(MP ∪ MR ∪ MF);
    return M(P, Q);
}

Fig. 1. Function createAdornedProgram

The function magify takes a program P and a query Q as input, and applies the Magic Sets Transformation, generating M(P, Q) (the magified program). magify is made of other subprocedures, detailed in the following. Let us assume it is given the query:

\[ Q_2 = a(f(1)) \]

and the program P:

\[ r_1 : a(X) \lor b(X) :\neg c(X), e(X). \quad r_2 : c(f(X)) :\neg c(X). \quad r_3 : e(1). \quad r_4 : c(1). \]

When a query is conjunctive, it is transformed into a rule, having in the head a new atom which contains all the variables from the atoms in the original query. The original query is replaced by a new one which consists of the head of the newly created rule. This procedure is performed by the function normalizeQuery(Query Q).

The next step consists of creating the adorned program AP, by means of the function createAdornedProgram(Program P, Query Q), reported in Figure 2. A stack S is used in order to keep the atoms scheduled for adornment. The query is adorned using the function createAdornedVersionOf and pushed in S at first. The main cycle pops out from S a given atom a and accordingly adorns each rule having in the head an atom whose name matches with it. When a certain adornment is generated for the first time for a predicate, this is pushed into S, in order to be processed. The algorithm iterates until S is empty.

The adornment of each rule is actually performed by the inner function adornRule(r, x) which returns a set of adorned rules according to the labels of x, to be added to the adorned program. If x is not in the head of r, adornRule returns an empty set. More in detail, the output of adornRule contains a set R' of adorned rules for each atom x' ∈ H(r) which unifies with x. Each r' ∈ R' is built according to the following strategy: per each x' ∈ H(r) which unifies with x, x' is labelled according to x, then such labelling is propagated to B(r), according to a SIP [7]. Successively, adornments are propagates from
In fact, it has been shown in [6] that if we want to keep the algorithm sound, other head non-magic predicates. This is necessary as stated in [2]. The final output for our example function call

Now, the function addMagicAtoms is called, which returns a version of $P$ including magic predicates within the body of each rule of $P$. In this simple step, for each atom in the head of the rule the corresponding magic atoms are added in the body. Successively, a magic atom from the query is generated by the function createMagicRules(Program P) obtains from $r1'$ and $r2'$ the corresponding magic rules; and from $r1'$ we get the two rules: $a^b(X) \vdash e(X), b^b(X)$. $b^b(X) \vdash e(X), a^b(X)$. Now the function createMagicRules simply applies the normal Magic-Set strategy to these intermediate rules, as seen in previous section. In our example we obtain:

$$\text{magic}_X^b(X) := \text{magic}_X^b(X), e(X), b^b(X). \text{magic}_X^b(X) := \text{magic}_X^b(X), e(X), a^b(X).$$

The third rule has been obtained by applying the algorithm for the non disjunctive case. Now, the function addMagicAtoms is called, which returns a version of $P$ including magic predicates within the body of each rule of $P$. In this simple step, for each atom in the head of the rule the corresponding magic atoms are added in the body. Successively, a magic atom from the query is generated by the function createMagicFact(Query Q) to be added to the final output. In our example we get: $\text{magic}_X^b(f(1))$. Finally, the function call removeAdornments removes all adornments from the non-magic predicates. This is necessary as stated in [2]. The final output for our example is the following:

$$\text{magic}_X^b(X) := \text{magic}_X^b(X), e(X), b^b(X). \text{magic}_X^b(X) := \text{magic}_X^b(X), e(X), a^b(X).$$

It must be noted here that two aspects of the class of programs we are treating, disjunctive and the presence of function symbols, need a particular treatment. In particular:

**Disjunction** requires modifications on the adornment strategy. Let $r$ be a rule of the form:

$$r1 : h_1(t_1) \lor \ldots \lor h_n(t_n) := b_1(p_1), \ldots, b_m(p_m).$$

If we adorn the rule w.r.t. the atom $h_i(t_i)$, also other head atoms have to be taken into consideration, because they can contain variables which are actually important for the evaluation. The function acts as follows: (i) the atom $h_i(t_i)$ is adorned w.r.t. the query; (ii) the body is adorned w.r.t. the adornments of $h_i(t_i)$ by using a suitable SIP; (iii) other head atoms $h_1(t_1) \lor \ldots \lor h_{i-1}(t_{i-1}) \lor h_{i+1}(t_{i+1}) \lor \ldots \lor h_n(t_n)$ are adorned w.r.t. patterns found in the body.

In fact, it has been shown in [6] that if we want to keep the algorithm sound, other head predicates cannot propagate bindings, but can only receive them. In this case bindings are propagated from the body to the remaining head atoms.

**Function symbols** have impact on the choice of the labelling for arguments: Given an atom $a(t, \ldots, t, \ldots)$ for $t$ a functional term $t$, the corresponding argument of $a$ is labelled as bound iff all the subterms of $t$ are set as bound at the moment of adornment of $a$. 
Remark. Our transformation applies to programs with function symbols, thus, in general, an evaluation of the $M(P,Q)$ is not guaranteed to terminate. However, there are language restrictions that ensures termination, for instance see [9].

5 Implementation Notes and Future Work

The prototype has been implemented in the Java programming language as a preprocessor able to generate a magified program $M(P,Q)$ compatible with the DLV input format [4] from a given program $P$ and a, possibly conjunctive, query $Q$. The system uses a new Library, called DLVParser, which contains a full framework of classes useful for both the parsing and the manipulation of a Disjunctive Logic Programs in standard syntax.

Design patterns have been used, in order to keep the system flexible and easily extensible. In particular, the Strategy pattern has been used for allowing the implementation of multiple SIPs, so that the user of the API of our system is allowed to define his own strategy. To define a new SIP, only a few methods have to be implemented. We have implemented a default SIP, which mimics the propagation of bindings in the Prolog SLD resolution.

Inclusion of other constructs such as negation and constraints are forthcoming.
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