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CSPs as Homomorphism Problems 

 Set of variables {X1,…,X26} 

 Set of constraint scopes  
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A N I T A       

r1h: 

 Set of constraint relations 
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r1v: 



CSPs as Homomorphism Problems 

r1h(X1, X2, X3, X4, X5) 

r1v(X1, X7, X11, X16, X20) 

P A R I S 

P A N D A 

L A U R A 

A N I T A       

r1h: 

L I M B O 

L I N G O 

P E T R A 

P A M P A 

P E T E R       

r1v: 



CSPs as Homomorphism Problems 

r1h(X1, X2, X3, X4, X5) 

r1v(X1, X7, X11, X16, X20) 

P A R I S 

P A N D A 

L A U R A 

A N I T A       

r1h: 

L I M B O 

L I N G O 

P E T R A 

P A M P A 

P E T E R       

r1v: 

homomorphism 



Questions 



Questions 

Decide the existence of a homomorphism 

Enumerate all the homomorphisms 

For a set of variales    , enumerate the projection 

 INPUT: 



Questions 

Decide the existence of a homomorphism 

Enumerate all the homomorphisms 

For a set of variales    , enumerate the projection 

 INPUT: 

Tractable decision and closure properties imply tractable search 
[R. Dechter and A. Itai, 1992] 

Non-uniform case 
       [D. Cohen, 2004] 



CSPs and Hypergraphs  

 Variables map to nodes 

 Scopes map to hyperedges  
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Generalized Hypertree Decompositions 

Transform the hypergraph into an acyclic one:  

   Organize its edges (or nodes) in clusters 

Arrange the clusters as a tree,         

by satisfying the connectedness condition 

 

Each cluster can be seen as a subproblem 
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Revisiting Decomposition Methods 

Scopes Solutions 

Work on subproblems 



Revisiting Decomposition Methods 



(Noticeable) Examples 

Treewidth: take all views that can be computed with at most k 
variables 

Generalized hypertree width: take all views that can be computed by 
joining at most k atoms (k query views) 

Fractional hypertree width: take all views that can be computed 
through subproblems having fractional cover at most k (or use Marx’s 
O(k3) approximation to have polynomially many views)  



Acyclicity in Decomposition Methods 

   Working on subproblems is not 
necessarily beneficial… 
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From Acyclicity to Tree Projections 

Deciding whether a tree projection exists is NP-complete 
[G. Gottlob, Z. Miklós, and T. Schwentick, 2009] 

The existence of a tree projection ensures polynomial-time solvability       
[N. Goodman and O. Shmueli, 1984], [Y. Sagiv and O. Shmueli, 1993] 

 

Acyclicity is efficiently recognizable 

Acyclic CSPs can be efficiently solved 

Generalized arc consistency  Global consistency 
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Decomposition Methods and Tree Projections 

Enumeration without Certificates 

Enumeration with Certificates 
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The Algorithm: Backtracking and Propagation 

 The solution is     

not certified! 



The Algorithm: Backtracking and Propagation 



Tp-covering 



Tp-covering 

{B,C} is individually tp-covered 

{D} is not individually tp-covered 



Tight Characterizations for the Correctness 

 Thm. 
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enforcing generalized arc consistency on       is a correct decision procedure   

 

There is a core       of      such that                          has a tree projection 

, 
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There is no efficient algorithm for the no-promise problem 
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