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Abstract. We consider the Dirichlet problem for positive solutions of
the equation −∆m(u) = f(u) in a bounded, smooth domain Ω, with f
positive and locally Lipschitz continuous. We prove a weak maximum
principle in small domains for the linearized operator that we exploit
to prove a weak maximum principle for the linearized operator. We
then consider the case f(s) = sq and prove a nondegeneracy result in
weighted Sobolev spaces.

1. Introduction

Let us consider weak C1(Ω) solutions of the problem
−∆m(u) = f(u) in Ω

u > 0 in Ω
u = 0 on ∂Ω,

(1.1)

where Ω is a bounded, smooth domain in RN , N � 2,

∆m(u) = div (|Du|m−2Du)

is the m-Laplace operator, 1 < m < ∞, and f is a locally Lipschitz-
continuous function. It is well known that, since the m-Laplace operator
is singular or degenerate elliptic (respectively if 1 < m < 2 or m > 2) in the
critical set

Z ≡ {x ∈ Ω : D(u)(x) = 0}, (1.2)
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solutions of (1.1) belong generally to the class C1,τ with τ < 1 (see [10, 18]),
and solve (1.1) only in the weak sense.

In the recent paper [8] the authors prove regularity properties of positive
solutions u of (1.1) when f is a positive, locally Lipschitz-continuous func-
tion. More precisely, they get summability properties of 1

|Du| and Sobolev-
and Poincaré-type inequalities in weighted Sobolev spaces with weight ρ =
|Du|m−2. These results are then exploited to prove monotonicity and sym-
metry results that in Section 2 we recall briefly.

The same estimates are used in [9] to prove a Harnack-type inequality for
solutions v of the linearized equation at a fixed solution u of (1.1), as well
as a Harnack-type comparison inequality for two solutions of (1.1).

In particular in [9], using this Harnack-type inequality together with sym-
metry and monotonicity arguments, the following result is obtained:

Theorem 1.1. Let Ω be a bounded, smooth domain in RN , convex and
symmetric with respect to N orthogonal directions ei, i = 1, . . . , N , N � 2.

Assume 2N+2
N+2 < m < 2 or m > 2, and let u ∈ C1(Ω) be a weak solution

of (1.1) with f positive and locally Lipschitz continuous. Then

Z ≡ {x ∈ Ω : D(u)(x) = 0} = {0}. (1.3)

Consequently u ∈ C2(Ω \ {0}).
Let us recall that the linearized operator at a fixed solution u of (1.1),

Lu(v, ϕ), is well defined, for every v and ϕ belonging to the weighted Sobolev
space H1,2

ρ (Ω) (see Section 2 for details) with weight ρ ≡ |Du|m−2, by

Lu(v, ϕ) ≡∫
Ω
[|Du|m−2(Dv, Dϕ) + (m − 2)|Du|m−4(Du, Dv)(Du, Dϕ) − f ′(u)vϕ]dx.

Moreover, v ∈ H1,2
ρ (Ω) is a weak solution of the linearized equation if

Lu(v, ϕ) = 0 (1.4)

for any ϕ ∈ H1,2
0,ρ (Ω).

More generally, v ∈ H1,2
ρ (Ω) is a weak supersolution (subsolution) of (1.4)

if Lu(v, ϕ) � 0 (� 0) for any nonnegative ϕ ∈ H1,2
0,ρ (Ω).

In the present paper we use the Poincarè-type inequality proved in [8], to
get a weak maximum principle in small domains for the linearized operator
Lu (see Proposition 3.2). Since Lu is naturally defined in the space H1,2

ρ (Ω),
we prove the weak maximum principle under minimal assumption on the
solution v. In particular we assume v ∈ H1,2

ρ (Ω) if m > 2 and v ∈ H1,2
ρ (Ω)∩

C0(Ω) if 2N+2
N+2 < m < 2 (the condition m > 2N+2

N+2 guarantees that the
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weight ρ is integrable so that the weighted Sobolev space is well defined).
By the weak maximum principle in small domains, using uxi as comparison
function, we get the following:

Theorem 1.2 (Weak maximum principle). Let u ∈ C1(Ω) be a weak solution
of (1.1), where Ω is a bounded, smooth domain of RN which is convex in
the ei direction and symmetric with respect to T ei

o = {x ∈ R : x · ei = 0}
for N orthogonal directions e1, . . . , eN . Suppose that f is a locally Lipschitz-
continuous function such that f(s) > 0 for s > 0.

Let Ω−
i = {x ∈ Ω : x · ei < 0} and suppose that v ∈ H1,2

ρ (Ω−
i ) if m > 2 or

v ∈ H1,2
ρ (Ω−

i ) ∩ C0(Ω−
i ) if 2N+2

N+2 < m < 2 . Then, if

Lu(v, ϕ) = 0 (1.5)

for any ϕ ∈ H1,2
0,ρ (Ω−

i ), we get that v is continuous in Ω−
i \ {0} and, if v � 0

on ∂Ω−
i \ {0} pointwise, it follows v � 0 in Ω−

i .
Analogously, if Ω′ ⊂ Ω−

i and v � 0 on ∂Ω′ \ {0} we get v � 0 in Ω′.

As an application we consider in R2 the case of f(s) = sq with q >
max{1, (m − 1)} (the case q � m − 1 has been well studied) and we prove
the following nondegeneracy result:

Theorem 1.3. Let u ∈ C1(Ω) be a weak solution of (1.1), where Ω is
a bounded, smooth domain in R2 which is convex in the ei direction and
symmetric with respect to T ei

o = {x ∈ R : x · ei = 0} for N orthogonal
directions e1, . . . , eN . Suppose that f(s) = sq with q > max{1, (m − 1)} and
that v ∈ H1,2

0,ρ (Ω) if m > 2 or v ∈ H1,2
0,ρ (Ω) ∩ C0(Ω) if 3

2 < m < 2. Then, if

Lu(v, ϕ) = 0 (1.6)

for any ϕ ∈ H1,2
0,ρ (Ω), it follows that v ≡ 0 in Ω.

Remark 1.1. The same proof as for Theorem 1.3 would apply in the case
when Ω is a ball in RN , N+2

N+1 < m < ∞, and v belongs to the space of radial
functions of H1,2

0,ρ (Ω). Anyway, this would only be a particular case of a more
general result proved in [1].

In the proof of Theorem 1.3 we exploit Theorem 1.2 and follow the tech-
niques developed in [6] where the case of Laplace equations is considered.
Since u is generally only of class C1,τ with τ < 1 we encounter a further
difficulty since we can not apply the divergence theorem as done in [6] and
(1.1) holds in the weak sense. Indeed, also some versions of the divergence
theorem for nonsmooth vector fields known in the literature (see for example
[4] and the references therein) do not work in our case. We overcome this
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difficulty exploiting some properties of the critical set Z obtained in [8, 9]
and proving some a priori estimates for the derivatives of the solutions of
(1.4) (see Lemma (4.2)).

If Ω is a ball in RN a more general result in weighted Sobolev spaces of
radial functions is proved in the pioneer work of A. Aftalion and F. Pacella
[1]. In that paper in particular the idea of using |Du|m−2 as a weight function
is introduced and then used, together with radial-symmetry arguments, to
study the Morse index and the uniqueness of solutions of (1.1).

Anyway in the general case, we have weaker information on the regularity
of the solutions of (1.1) and of (1.4), and the approach of [1] fails.

The lack of regularity of the solutions of (1.1) and of (1.4) is the greatest
difficulty we encounter in these problems. To our knowledge, there are not
other nondegeneracy results for degenerate elliptic operators when Ω is not
a ball.

The paper is organized as follows: In Section 2 we recall some preliminary
results about the regularity, monotonicity, and symmetry properties of the
solutions of (1.1) proved in [8, 9]. In Section 3 we prove a weak maximum
principle in small domains for the linearized operator and we exploit it to
prove Theorem 1.2. In Section 4 we prove Theorem 1.3 and some related
results.

2. Preliminaries

In what follows, as in [15, 19], if ρ ∈ L1(Ω), the space H1,p
ρ (Ω) is defined

as the completion of C1(Ω) (or C∞(Ω)) under the norm

‖v‖
H1,p

ρ
= ‖v‖Lp(Ω) + ‖Dv‖Lp(Ω,ρ) (2.1)

and
‖Dv‖p

Lp(Ω,ρ) =
∫

Ω
|Dv|pρ dx.

In this way H1,p
ρ (Ω) is a Banach space and H1,2

ρ (Ω) is a Hilbert space.
In [8] the authors prove that if u is a weak solution of (1.1), then uxi ∈

H1,2
ρ (Ω). This result is then used to study the linearized operator Lu asso-

ciated to problem (1.1), proving in particular that

Lu(uxi , ϕ) ≡
∫

Ω
[|Du|m−2(Duxi , Dϕ)

+ (m − 2)|Du|m−4(Du, Duxi)(Du, Dϕ) − f ′(u)uxiϕ]dx

is well defined for every ϕ ∈ H1,2
0,ρ (Ω) and the following equation holds:

Lu(uxi , ϕ) = 0 ∀ϕ ∈ H1,2
0,ρ (Ω), i = 1, . . . , N. (2.2)
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In other words each derivative uxi is a weak solution of the linearized equa-
tion.

Remark 2.1. In general by [10, 18] a solution u of (1.1) belongs only to the
class C1,τ (Ω) (see also [14] for the estimates on the boundary). By standard
elliptic estimates we also know that u ∈ C2(Ω \ Z) (Z as in (1.2)), since in
Ω \ Z the m-Laplace operator is uniformly elliptic. Since for f positive Z
has zero measure, we can compute all the derivatives in the classical sense
almost everywhere (see [8] for details).

In [8] some regularity results on the second derivatives of any solution u
are obtained as well as some summability properties of 1

|Du| .
These results have been exploited in [8] to prove weighted Sobolev- and

Poincarè-type inequalities. In particular we have the following:

Theorem 2.1. Let u ∈ C1(Ω) be a weak solution of (1.1) with f(s) > 0 if
s > 0, m > 2. Then, if we consider ρ = |Du|m−2 we get, for every p � 2,

‖v‖Lp(Ω) � C(|Ω|)‖Dv‖Lp(Ω,ρ) for every v ∈ H1,p
0,ρ (Ω), (2.3)

where C(|Ω|) → 0 if |Ω| → 0.
In particular (2.3) holds for every v ∈ H1,2

0,ρ (Ω).

Our techniques will be based also on monotonicity and symmetry proper-
ties of the solutions obtained in [8]. For the reader’s convenience we recall
these results. To this aim, let us first recall some notation.

Let ν be a direction in Rn. For a real number λ we define

T ν
λ = {x ∈ R : x · ν = λ} (2.4)

Ων
λ = {x ∈ Ω : x · ν < λ} (2.5)

xν
λ = Rν

λ(x) = x + 2(λ − x · ν)ν, x ∈ RN (2.6)

and
a(ν) = inf

x∈Ω
x · ν. (2.7)

If λ > a(ν) then Ων
λ is nonempty; thus, we set

(Ων
λ)′ = Rν

λ(Ων
λ). (2.8)

Following [11] we observe that for λ − a(ν) small, (Ων
λ)′ is contained in Ω

and will remain in it, at least until one of the following occurs:
(i) (Ων

λ)′ becomes internally tangent to ∂Ω.
(ii) T ν

λ is orthogonal to ∂Ω.
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Let Λ1(ν) be the set of those λ > a(ν) such that for each µ < λ none of the
conditions (i) and (ii) holds, and define

λ1 = sup Λ1(ν). (2.9)

Moreover, let

Λ2(ν) = {λ > a(ν) : (Ων
µ)′ ⊆ Ω ∀µ ∈ (a(ν), λ]} (2.10)

and
λ2(ν) = sup Λ2(ν). (2.11)

Finally, define

Λ0(ν) = {λ > a(ν) : u � uν
λ ∀µ ∈ (a(ν), λ]} (2.12)

and
λ0(ν) = sup Λ0(ν). (2.13)

In [8], using the Alexandrov-Serrin moving-plane method [16] (see also [2,
11]), the problem of monotonicity (and symmetry) of any fixed solution of
(1.1) in convex (and symmetric) domains when the nonlinearity f is positive
is considered. In particular the following result is proved there:

Theorem 2.2. Let Ω be a bounded, smooth domain in RN , N � 2, 1 <
m < ∞, f : [0,∞) → R a locally Lipschitz-continuous function such that
f(s) > 0 for s > 0, and u ∈ C1(Ω) a weak solution of (1.1).

For any direction ν and for λ in the interval (a(ν), λ2(ν)] we have

u(x) � u(xν
λ) ∀x ∈ Ων

λ. (2.14)

Moreover, for any λ with a(ν) < λ < λ2(ν) we have

u(x) < u(xν
λ) ∀x ∈ Ων

λ \ Zν
λ , (2.15)

where Zν
λ ≡ {x ∈ Ων

λ : Du(x) = Duν
λ(x) = 0}. Finally,

∂u

∂ν
(x) > 0 ∀x ∈ Ων

λ2(ν) \ Z, (2.16)

where Z = {x ∈ Ω : Du(x) = 0}.

Corollary 2.1. If the domain Ω is convex with respect to a direction ν and
symmetric with respect to the hyperplane T ν

0 =
{
x ∈ RN : x · ν = 0

}
, then u

is symmetric, i.e., u(x) = u(xν
0), and nondecreasing in the ν direction in Ων

0

with ∂u
∂ν (x) > 0 in Ων

0 \ Z.
In particular if Ω is a ball then u is radially symmetric and ∂u

∂r < 0 in
Ω \ {0}, where ∂u

∂r is the derivative in the radial direction.
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Remark 2.2. In the case of Lipschitz-continuous nonlinearities (not neces-
sarily positive) and 1 < m < 2, Theorem 2.2 had been previously proved in
[7] for the case of a strictly convex domain (λ2(ν) replaced by λ1(ν)). The
proof given in [8] extends the result to the case m > 2 and, at the same
time, allows for 1 < m < +∞ to consider a larger class of domains (e.g.
the smoothed rectangle). Therefore, since we consider the case of positive
nonlinearities, we will refer to Theorem 2.2. A different approach is used in
[13], where the case of f continuous and positive is considered when Ω is a
ball and m = N . In [3], with the aid of the so-called “continuous Steiner
symmetrization,” the author proved that solutions of (1.1), in the ball, are
radially symmetric under a fairly weak assumption on the nonlinearity.

One of the main tools used in [8] is the fact, proved there, that if f
is positive then Ω \ Z is connected. Since this will also be crucial in our
setting, let us recall the precise statement:

Theorem 2.3. Let u ∈ C1(Ω) be a weak solution of (1.1), where Ω is a
general bounded domain, and suppose that f(s) > 0 if s > 0. Then Ω \ Z
does not contain any connected component C which is compactly contained
in Ω. Moreover, if we assume that Ω is a smooth, bounded domain with
connected boundary, it follows that Ω \ Z is connected.

3. Weak maximum principle

In this section we prove a weak maximum principle in small domains for
the linearized operator Lu and then we exploit it to get a weak maximum
principle in Ω−

i (or more generally in regions contained in Ω−
i ).

The proof of the weak maximum principle in small domains is based on a
weighted Poincarè inequality proved in [8], and there used to prove a weak
comparison principle in small domains for C1 solutions of (1.1).

In our case we encounter a further difficulty since we consider solutions
of (1.4) which are not smooth. More precisely, since the linearized operator
Lu is naturally defined in H1,2

ρ (Ω), we assume only v ∈ H1,2
ρ (Ω) if m > 2. If

instead 2N+2
N+2 < m < 2, we will need to assume that v is continuous. Note

that by the results of [8] the condition m > 2N+2
N+2 guarantees that the weight

ρ ≡ |Du|m−2 belongs to L1(Ω) so that H1,2
ρ (Ω) is well defined.

Remark 3.1. In what follows we use the fact that v is regular in Ω \ Z as
follows by the regularity of the coefficients of Lu and by standard elliptic
estimates (see e.g. [12], Theorem 8.22 and Theorem 8.10). The regularity
of v up to the boundary follows by Theorem 8.13 of [12] once we note that
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there exists a region near ∂Ω where by Hopf’s lemma [20] Du(x) 
= 0 (see
also [14] for the estimates on the boundary).

A crucial point in this work consists in the fact that to prove nondegen-
eracy results for the linearized operator in its natural space of definition we
have to work with functions belonging to weighted Sobolev spaces. There-
fore we have to take care about what it means that a function is positive,
or negative on the boundary of subdomains of Ω. We start here following
[15] and [19] and giving an abstract definition which leads to some abstract
maximum principle results. Later we will show how to use these results in
our context.

Definition 3.1. Let v ∈ H1,2
ρ (Ω′). Then we say that v � 0 on ∂Ω′ if

v− ∈ H1,2
0,ρ (Ω′). In the same way, v � 0 on ∂Ω′ if v+ ∈ H1,2

0,ρ (Ω′).

Proposition 3.1. Let u ∈ C1(Ω) be a weak solution of (1.1), where Ω is
a bounded, smooth domain of RN , and suppose that f is a locally Lipschitz-
continuous function such that f(s) > 0 for s > 0, 2N+2

N+2 < m < ∞. Let
ρ ≡ |Du|m−2 and suppose v ∈ H1,2

ρ (Ω) and

Lu(v, ϕ) � 0 (3.1)

for any nonnegative function ϕ ∈ H1,2
0,ρ (Ω).

Then, there exists δ > 0 such that, if v � 0 on ∂Ω′ in the sense of
Definition 3.1 and Ω′ ⊆ Ω is such that |Ω′| < δ , it follows that v � 0 in Ω′.

Proof. Let us first suppose m > 2. By the hypothesis we have v− ∈
H1,2

0,ρ (Ω′). We can therefore use it as a test function in (3.1) and get∫
Ω′

[|Du|m−2(Dv, D(v)−) + (m − 2)|Du|m−4(Du, Dv)(Du, D(v)−)] dx

−
∫

Ω′
f ′(u)v(v)− dx � 0; (3.2)

i.e., ∫
Ω′

|Du|m−2|Dv−|2 dx �
∫

Ω′
f ′(u)|v−|2 dx, (3.3)

where we have used the fact that |Du|m−4(Du, Dv−)2 � 0 in Ω′.
By the hypothesis on f we obtain∫

Ω′
|Du|m−2|D(v)−|2 dx � c0

∫
Ω′

|(v)−|2 dx. (3.4)
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By Theorem 2.1 we have that∫
Ω′

|(v)−|2 dx � C(|Ω′|)
∫

Ω′
|Du|m−2|D(v)−|2 dx, (3.5)

where C(|Ω′|) tends to zero if |Ω′| tends to zero. Therefore by (3.4) and (3.5)
we get∫

Ω′
|Du|m−2|D(v)−|2 dx � C0(|Ω′|)

∫
Ω′

|Du|m−2|D(v−)|2 dx, (3.6)

where C0(|Ω′|) tends to zero if |Ω′| tends to zero. So there exists δ > 0 such
that if |Ω′| < δ then C0(|Ω′|) < 1 and a contradiction occurs. Thus the
theorem is proved for the case m > 2.

Let us now consider the case 2N+2
N+2 < m < 2. Using v− as test function as

above, we get

(m − 1)
∫

Ω′
|Du|m−2|Dv−|2 dx �

∫
Ω′

f ′(u)(v−)2 dx. (3.7)

In this case, since u ∈ C1(Ω), we get∫
Ω′

|Dv−|2 dx � c

∫
Ω′

|Du|m−2|Dv−|2 dx.

Therefore, by a classic Poincarè’s inequality, we get∫
Ω′

|Dv−|2 dx � C1

∫
Ω′

(v−)2 dx � C(|Ω′|)
∫

Ω′
|D(v−)|2 dx, (3.8)

where C(|Ω′|) tends to zero if |Ω′| tends to zero. If C(|Ω′|) < 1 we get the
thesis as in the case m > 2. �

In the sequel we will need to use Proposition 3.1 for functions v which
are continuous, except possibly for isolated points, and satisfy pointwise
inequalities on the boundary.

In general we recall that by standard arguments, we have the following:

Remark 3.2. If v is a continuous function and v � 0 (v � 0) on ∂Ω′

pointwise, then v � 0 (v � 0) on ∂Ω′ in the sense of Definition 3.1.

In the case m > 2, in our setting, we have better results. In particular we
prove the following:

Lemma 3.1. Let u ∈ C1(Ω) be a weak solution of (1.1), where Ω is a
bounded, smooth domain of RN , and suppose that f is a locally Lipschitz-
continuous function such that f(s) > 0 for s > 0, m > 2. Assume that
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v ∈ H1,2
ρ (Ω) with ρ ≡ |Du|m−2, and suppose that

Z ≡ {x ∈ Ω : D(u)(x) = 0} = {z0}.

Let Ω′ ⊆ Ω and suppose v is continuous in Ω′ \ {z0} and v � 0 (v �
0) pointwise on ∂Ω′ \ {z0}. Then v � 0 (v � 0) on ∂Ω′ in the sense of
Definition 3.1.

Proof. Let Tk(s) be defined by{
Tk(s) = s if |s| � k

Tk(s) = k if |s| � k

so that Tk is a Lipschitz-continuous function. We claim that Tk(v)− ∈
H1,2

0,ρ (Ω′).
To prove this let us consider ϕε ∈ C∞

c (Ω) such that ϕε ≡ 0 in B(z0, ε)
and ϕε ≡ 1 outside Ω \ B(z0, 2ε). Moreover assume |Dϕε| � 2

ε . With these
definitions, we have that ϕεTk(v)− ∈ H1,2

0,ρ (Ω′) since it is continuous on ∂Ω′

by the assumptions and identically zero there. Moreover,

‖D(ϕεTk(v)−) − D(Tk(v)−)‖
H1,2

ρ (Ω′)

� |ϕε − 1|‖D(Tk(v)−)‖
H1,2

ρ (Ω′) + k‖D(ϕε)‖H1,2
ρ (Ω′);

(3.9)

therefore, since for ε → 0 we have that

sup
x∈Ω′

(ϕε(x) − 1) → 0 and ‖D(ϕε)‖H1,2
ρ (Ω′) → 0

(this is not true if m < 2), we get that ϕεTk(v)− approximates Tk(v)− in
H1,2

ρ (Ω′) so that

Tk(v)− ∈ H1,2
0,ρ (Ω′). (3.10)

We will now show that Tk(v)− approximates v− in H1,2
ρ (Ω′). To prove this

let us note that supp(Tk(v)−) ≡ supp(v−) and (Tk(v)−) ≡ v− if |v| � k.
Therefore, ‖(Tk(v)−) − v−‖L2(Ω′) � c‖v‖L2({|v|�k}), and then

‖(Tk(v)−) − v−‖L2(Ω′) → 0 if k → ∞.

In the same way we prove that

‖D(Tk(v)−) − D(v−)‖L2
ρ(Ω′) → 0 if k → ∞,

showing that v− ∈ H1,2
0,ρ (Ω′). �
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Proposition 3.2 (Weak maximum principle in small domains). Let u ∈
C1(Ω) be a weak solution of (1.1), where Ω is a bounded, smooth domain of
RN , and suppose that f is a locally Lipschitz-continuous function such that
f(s) > 0 for s > 0, m > 2. Assume that

Z ≡ {x ∈ Ω : D(u)(x) = 0} = {z0}.
Suppose v ∈ H1,2

ρ (Ω) and
Lu(v, ϕ) = 0 (3.11)

for any ϕ ∈ H1,2
0,ρ (Ω) (consequently v ∈ C0(Ω \ {z0})).

Then, for any Ω′ ⊆ Ω, there exists δ > 0 such that, if v � 0 on ∂Ω′ \ {z0}
pointwise and Ω′ is such that |Ω′| < δ , it follows v � 0 in Ω′.

If 2N+2
N+2 < m < 2, the same result follows if we assume that v ∈ H1,2

ρ (Ω)∩
C0(Ω′) (no assumptions on the critical set Z are needed in this case).

Proof. If m > 2 and v ∈ H1,2
ρ (Ω), since Lu is strictly elliptic in Ω \ Z,

by standard elliptic regularity (see [12]), v ∈ C0(Ω \ {z0}). Therefore by
Lemma 3.1 we get that v � 0 on ∂Ω′ in the sense of Definition 3.1.

If on the other hand 2N+2
N+2 < m < 2 and v ∈ H1,2

ρ (Ω) ∩ C0(Ω′) (see Re-
mark 3.2), it follows immediately v � 0 on ∂Ω′ in the sense of Definition 3.1.

The thesis follows now by Proposition 3.1. �
Remark 3.3. Note that in our applications we will consider a bounded,
smooth domain Ω in RN which is convex in the ei direction and symmetric
with respect to T ei

o for N orthogonal directions e1, . . . , eN . In this case, by
Theorem 1.1, we have

Z ≡ {x ∈ Ω : D(u)(x) = 0} = {0},
assuming that 0 is the center of symmetry, so that the assertion of Proposi-
tion 3.2 holds in this case.

We now exploit Proposition 3.2 to get a weak maximum principle for the
linearized operator in regions where the solution u is monotone.

Proof of Theorem 1.2. Suppose first 2N+2
N+2 < m < 2. The same proof

will work for the case m > 2 with simple changes explained below.
Consider an open set A ⊂ Ω−

i such that Z ⊂ A. Let us define Aξ ≡ {x ∈
Ω−

i : ξ < xi < 0}. Since |Z| = 0 we can take ξ sufficiently small such that we
can apply Proposition 3.2 in A1 ≡ A∪Aξ. Moreover, since by Hopf’s lemma
(see [20]) Z∩∂Ω = ∅, we can suppose that there are not points on ∂A1 where
the gradient of u vanishes. Let K be a compact set contained in Ω−

i such
that Ω−

i \ K has small measure. By Corollary 2.1 of [8] we have uxi > 0 on
K \ A1, and, since Lu is not degenerate in in Ω\Z, we have that v is regular
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in K \ A1. Therefore there exists t > 0 such that v + tuxi > 0 in K \ A1.
Moreover by Proposition 3.2, since v+tuxi � 0 on ∂(Ω−

i \(K∪A1)∪A1) and
still satisfies the linearized equation, we get v+tuxi � 0 in Ω−

i \(K∪A1)∪A1

and hence, v + tuxi � 0 in Ω−
i . Let us now put

to ≡ inf
t
{t ∈ R : v + tuxi � 0 in Ω−

i }. (3.12)

We will prove our result by showing that t0 = 0.
Suppose on the contrary t0 > 0. By continuity we have v + touxi � 0 in

Ω−
i . Now, since Ω \ Z is connected, by symmetry also Ω−

i \ Z is connected.
Then, by the strong maximum principle for uniformly elliptic operators in
Ω−

i \ Z, since v + touxi > 0 on ∂Ω−
i \ T ei

0 , we get v + touxi > 0 in Ω−
i \ Z.

Therefore v+ touxi > γ > 0 in K \A1. By continuity we find ε > 0 such that
v +(to − ε)uxi > 0 in K \ A1. Arguing as above we get v +(to − ε)uxi � 0 in
Ω−

i , which contradicts the definition of t0. Therefore t0 = 0 and consequently
v � 0 in Ω−

i .
Let us consider now the case m > 2. In this case, by [9] (see Theo-

rem 1.1), we know that Z ≡ {0}; therefore, the hypotheses of Proposition
3.2 are fulfilled and we can exploit it as above. Moreover in this case we
can consider B(0, ε) instead of A1, and the thesis follows more easily using
standard elliptic estimates to conclude that v is continuous in Ω \ {0}.

Finally, if we consider Ω′ ⊂ Ω, then the thesis follows exactly as above if
m > 2. If on the other hand 2N+2

N+2 < m < 2, then we only have to note that,
even if Ω′ \ Z is not connected, we know that any connected component C0

of Ω′ \Z intersects ∂Ω′ at least in one point where uxi > 0 (if not we would
have ∂C0 ⊂ Z). Therefore we can exclude regions where v + touxi = 0,
arguing as above. �

Corollary 3.1. Let u ∈ C1(Ω) be a weak solution of (1.1), where Ω is a
bounded, smooth domain of RN which is convex in the ei direction and sym-
metric with respect to T ei

o for N orthogonal directions e1, . . . , eN . Suppose
that f is a locally Lipschitz-continuous function such that f(s) > 0 for s > 0.
Suppose that v ∈ H1,2

0,ρ (Ω) if m > 2 or v ∈ H1,2
0,ρ (Ω)∩C0(Ω) if 2N+2

N+2 < m < 2.
Then, if

Lu(v, ϕ) = 0 (3.13)

for any nonnegative function ϕ ∈ H1,2
0,ρ (Ω), v is symmetric with respect to

T ei
o for any direction ei with i = 1, . . . , N .

Proof. It is sufficient to apply Theorem 1.2 to w(x) ≡ (v(x) − v(xei
o )). �
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4. Nondegeneracy

In a recent paper, [1], by means of techniques based on radial symmetry,
the Morse index of radial solutions is studied. In the same paper some
regularity results on the solutions of (1.4) are obtained (see also [17]) and
then used to prove that the solutions are nondegenerate in the space of radial
functions of H1,2

0,ρ . In this section we exploit the results obtained in Section
3 to prove that if f(s) = sq with q > max{1, (m − 1)}, and Ω is a bounded,
smooth domain of R2 which is convex in the ei direction and symmetric with
respect to T ei

o for N orthogonal directions e1, . . . , eN , then any solution of
(1.1) is nondegenerate.

Since in our setting we have very weak regularity information we can
not follow the approach of [1]. We will therefore extend here to the case
of degenerate operators some of the proofs in [6], where semilinear elliptic
equations involving the regular Laplace operator are considered.

Proposition 4.1. Let u ∈ C1(Ω) be a weak solution of (1.1), where Ω is
a bounded, smooth domain in R2 which is convex in the ei direction and
symmetric with respect to T ei

o for N orthogonal directions e1, . . . , eN . Sup-
pose that f is a locally Lipschitz-continuous function such that f(s) > 0 for
s > 0. Suppose v ∈ H1,2

0,ρ (Ω) if m > 2 and v ∈ H1,2
0,ρ (Ω)∩C0(Ω) if 3

2 < m < 2.
Assume that

Lu(v, ϕ) = 0 (4.1)

for any ϕ ∈ H1,2
0,ρ (Ω). Then, either there exists a neighborhood of ∂Ω where

v > 0, or there exists a neighborhood of ∂Ω where v < 0.

Proof. We consider the cases m > 2 and 3
2 < m < 2 simultaneously, and

we suppose that Ω is a bounded, smooth domain in R2.
Assume for the sake of contradiction that the assertion does not hold.

Let C0 be a connected component of U+
0 ≡ {x ∈ Ω : v(x) > 0}. Since

v = 0 on ∂Ω, then v = 0 on ∂C0 \ {0}. Here it is crucial that, by the
geometric assumption on the domain and by Theorem 1.1, Z = {0} and
v ∈ C0(Ω \ {0}).

By Theorem 1.2 C0 cannot be contained in Ω−
i , and by symmetry (Corol-

lary 3.1) we can construct a closed, simple curve Γ0 which is symmetric with
respect to the axis where v > 0. Let U1 be the component of Ω \ Γ0 which
does not contains the origin. If U1 does not contains points where v < 0,
then there exists a neighborhood of ∂Ω where v � 0, and therefore, since
Lu is not degenerate near ∂Ω (by Hopf’s lemma [20] Z ∩ ∂Ω = ∅), we have
v > 0 or v = 0 there. By the construction of Γ0 and by the strong maximum
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principle for strictly elliptic operators in Ω \ Z, taking into account Theo-
rem 2.3, we can easily prove that the case v = 0 is impossible. Therefore
this would prove the thesis.

Otherwise let C1 be a connected component of

U−
1 ≡ {x ∈ U1 : v(x) < 0}.

As above we have v = 0 on ∂C1, and we can construct in C1 a closed, simple
arch Γ1 which is symmetric. Arguing in this way we get infinitely many
components Cn ⊂ Ω with the property that v = 0 on ∂Cn and v does not
change sign in Cn (with v not identically zero in Cn).

Of course for any δ > 0 there exists nδ such that, for any n � nδ, |Cn| < δ.
Therefore, taking δ small, by Proposition 3.2 v would be identically zero in
the corresponding components Cn for n � nδ. This contradiction proves the
thesis. �
Lemma 4.1. Let u ∈ C1(Ω) be a weak solution of (1.1), where Ω is a
general, bounded, smooth domain in RN , and assume that f(s) = sq with
q > max{1, (m − 1)}, 2N+2

N+2 < m < ∞. If v ∈ H1,2
0,ρ (Ω) is such that

Lu(v, ϕ) = 0 (4.2)

for any ϕ ∈ H1,2
0,ρ (Ω), then ∫

Ω
uqv dx = 0. (4.3)

Proof. By density arguments, we can use v as test function in (1.1) and get∫
Ω
|Du|m−2(Du, Dv) dx =

∫
Ω

uqv dx.

Moreover, using u as test function in (1.4) we get

(m − 1)
∫

Ω
|Du|m−2(Du, Dv) dx = q

∫
Ω

uqv dx.

Therefore,

(1 − q

m − 1
)
∫

Ω
uqv dx = 0.

By the assumption on q, we get (1 − q
m−1) 
= 0, and the thesis follows. �

To prove our main result we will need to exploit the divergence theorem.
Anyway, since we deal with nonsmooth vector fields, this is possible only
away from the critical set Z, where all the functions considered are smooth.
This causes the appearing of extra boundary terms. We will overcome this
difficulty proving some a priori estimates:



A weak maximum principle 15

Lemma 4.2. Let u ∈ C1(Ω) be a weak solution of (1.1), where Ω is a
bounded, smooth domain in RN , and suppose that f is locally Lipschitz con-
tinuous, 2N+2

N+2 < m < ∞. Suppose v ∈ H1,2
0,ρ (Ω) weakly solves

Lu(v, ϕ) = 0 (4.4)

for any ϕ ∈ H1,2
0,ρ (Ω). Then for any open, smooth set A ⊂⊂ Ω such that

Z ⊂ A we have∫
∂A

(|Du|m−2 ∂v

∂η
+ (m − 2)|Du|m−4(Du, Dv)

∂u

∂η
) dσ � K, (4.5)

where K does not depend on A.

Proof. By the assumption on A, we have that v is regular in Ω \ A (see
Remark 3.1). Therefore we can apply the divergence theorem in Ω \ A to
the vector field W ≡ |Du|m−2Dv + (m − 2)|Du|m−4(Du, Dv)Du, obtaining∫

∂A
(|Du|m−2 ∂v

∂η
+ (m − 2)|Du|m−4(Du, Dv)

∂u

∂η
) dσ

= −
∫

∂Ω
(|Du|m−2 ∂v

∂η
+ (m − 2)|Du|m−4(Du, Dv)

∂u

∂η
) dσ

+
∫

Ω\A
div(|Du|m−2Dv + (m − 2)|Du|m−4(Du, Dv)Du) dx.

(4.6)

Now, let us note that, by Hopf’s lemma (see [20]), there are not points of
the critical set Z on ∂Ω, so that W is regular up to ∂Ω and∣∣∣ ∫

∂Ω
(|Du|m−2 ∂v

∂η
+ (m − 2)|Du|m−4(Du, Dv)

∂u

∂η
) dσ

∣∣∣ � K0,

where K0 does not depend on A . Moreover, by (1.4), we have

div(|Du|m−2Dv + (m − 2)|Du|m−4(Du, Dv)Du) ≡ f ′(u)v

almost everywhere in Ω \A. By the assumptions on f and on v this implies∣∣∣ ∫
Ω\A

div(|Du|m−2Dv + (m − 2)|Du|m−4(Du, Dv)Du) dx
∣∣∣

�
∣∣∣ ∫

Ω\A
f ′(u)v dx

∣∣∣ �
∫

Ω
|f ′(u)v| dx � K1,

where K1 does not depend on A. Taking K = Ko + K1, we prove the
result. �

Let us now prove the nondegeneracy result:



16 Berardino Sciunzi

Proof of Theorem 1.3. Let us consider the auxiliary function

ξ(x) ≡ x1ux1 + x2ux2 .

Since ux1 and ux2 weakly solve (1.4), then easy calculations show that ξ(x)
weakly solves (1.4) with a different zero-order term. More precisely we have∫

Ω
[|Du|m−2(Dξ, Dϕ) + (m − 2)|Du|m−4(Du, Dξ)(Du, Dϕ)] dx

=
∫

Ω
(muq + quq−1ξ)ϕ dx

(4.7)

for any ϕ ∈ H1,2
0,ρ (Ω). Let Aε be such that Z ⊂ Aε ⊂⊂ Ω, satisfying

dist(x, Z) < ε for every x ∈ Aε. By the regularity of v in Ω \ Aε (see
Remark 3.1) we can apply the divergence theorem and get∫

Ω\Aε

[|Du|m−2(Dξ, Dv) + (m − 2)|Du|m−4(Du, Dξ)(Du, Dv)] dx

+
∫

Ω\Aε

[div(|Du|m−2Dv + (m − 2)|Du|m−4(Du, Dv)Du]ξ dx

=
∫

∂Ω
ξ(|Du|m−2 ∂v

∂η
+ (m − 2)|Du|m−4(Du, Dv)

∂u

∂η
) dσ

+
∫

∂Aε

ξ(|Du|m−2 ∂v

∂η
+ (m − 2)|Du|m−4(Du, Dv)

∂u

∂η
) dσ.

(4.8)

By density arguments, we can use v as test function in (4.7) and prove that∫
Ω
[|Du|m−2(Dξ, Dv) + (m − 2)|Du|m−4(Du, Dξ)(Du, Dv)] dx

is bounded. Therefore, we get∫
Ω\Aε

[|Du|m−2(Dξ, Dv) + (m − 2)|Du|m−4(Du, Dξ)(Du, Dv)] dx

−→
ε→0

∫
Ω
[|Du|m−2(Dξ, Dv) + (m − 2)|Du|m−4(Du, Dξ)(Du, Dv)] dx

≡
∫

Ω
(muq + quq−1ξ)v dx. (4.9)

Moreover, since ξ tends to zero uniformly in Aε, by Lemma 4.2 we get∫
∂Aε

ξ[|Du|m−2 ∂v

∂η
+ (m − 2)|Du|m−4(Du, Dv)

∂u

∂η
] dσ −→

ε→0
0. (4.10)
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Let us also note that, since v is a strong solution of Lu in Ω \ Aε, we have∫
Ω\Aε

[div(|Du|m−2Dv + (m − 2)|Du|m−4(Du, Dv)Du]ξ dx

= −
∫

Ω\Aε

[quq−1vξ] dx −→
ε→0

−
∫

Ω
[quq−1vξ] dx.

(4.11)

Therefore, by (4.8), (4.9), (4.10), and (4.11), we get∫
∂Ω

ξ(|Du|m−2 ∂v

∂η
+ (m − 2)|Du|m−4(Du, Dv)

∂u

∂η
) dσ

= m

∫
Ω
(uqv) dx = 0.

(4.12)

Let us now use this preliminary result to prove the theorem. Since u is
constant on ∂Ω, Du ≡ ∂u

∂η η (where η is the outer normal). Therefore we
have∫

∂Ω
(x, Du)(|∂u

∂η
|m−2 ∂v

∂η
) + (m − 2)|∂u

∂η
|m−4(Du, Dv)

∂u

∂η
dσ = 0 (4.13)

and∫
∂Ω

(x, η)
[
|∂u

∂η
|m−2 ∂v

∂η

∂u

∂η
+ (m − 2)|∂u

∂η
|m−4(Du, Dv)(

∂u

∂η
)2

]
dσ

= (m − 1)
∫

∂Ω
(x, η)|∂u

∂η
|m−2 ∂u

∂η

∂v

∂η
dσ = 0.

(4.14)

Let us note that by Hopf’s lemma (see [20]) the linearized operator is regular
near the boundary. Moreover, since v is continuous in a neighborhood of the
boundary, having assumed v ∈ H1,2

0,ρ (Ω), it follows that v = 0 on ∂Ω, and
we can apply Proposition 4.1 to show that v does not change sign in a
neighborhood of ∂Ω. Therefore, by Hopf’s lemma we have ∂v

∂η < 0 or ∂v
∂η > 0

on the boundary. The same arguments show that ∂u
∂η < 0 on the boundary.

Moreover, by the geometric assumptions on Ω, we have (x, η) > 0. Therefore
the last identity is possible only if v ≡ 0. �
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