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Abstract. Consider the nonlinear heat equation

$$
\begin{equation*}
v_{t}-\Delta v=|v|^{p-1} v \tag{NLH}
\end{equation*}
$$

in the unit ball of $\mathbb{R}^{2}$, with Dirichlet boundary condition. Let $u_{p, \mathcal{K}}$ be a radially symmetric, sign-changing stationary solution having a fixed number $\mathcal{K}$ of nodal regions. We prove that the solution of (NLH) with initial value $\lambda u_{p, \mathcal{K}}$ blows up in finite time if $|\lambda-1|>0$ is sufficiently small and if $p$ is sufficiently large. The proof is based on the analysis of the asymptotic behavior of $u_{p, \mathcal{K}}$ and of the linearized operator $L=-\Delta-p\left|u_{p, \mathcal{K}}\right|^{p-1}$.

## 1. Introduction

Let us consider the nonlinear heat equation

$$
\begin{cases}v_{t}-\Delta v=|v|^{p-1} v, & \text { in } \Omega \times(0, T)  \tag{1.1}\\ v=0, & \text { on } \partial \Omega \times(0, T) \\ v(0)=v_{0}, & \text { in } \Omega\end{cases}
$$

where $\Omega \subset \mathbb{R}^{N}, N \in \mathbb{N}$, is a bounded domain, $p>1, T \in(0,+\infty]$ and

$$
v_{0} \in C_{0}(\Omega)=\{w \in C(\bar{\Omega}), w=0 \text { on } \partial \Omega\}
$$

It is well known that there exists a unique classical solution of (1.1) which is defined over a maximal time interval $\left[0, T_{v_{0}}\right)$. It is also well known that (1.1) admits both nontrivial global solutions and blowup solutions for any $p>1$. In fact, given $\varphi \in C_{0}(\Omega)$ and $\lambda \in \mathbb{R}$, let us consider $v_{\lambda}(\varphi)$ the solution of (1.1) corresponding to $v_{0}=\lambda \varphi$. For $|\lambda|$ small, using that the first eigenvalue of the Laplace-Dirichlet operator is positive, it is easy to construct global sub and supersolutions of (1.1), ensuring that $v_{\lambda}(\varphi)$ is globally defined. On the other hand, $v_{\lambda}(\varphi)$ has negative energy for large $|\lambda|$ and, as a consequence, it blows up,

[^0]see [3] or [16]. An interesting question is to understand what happens for intermediate values of $\lambda$. The case of positive functions $\Psi \geq 0$, $\Psi \not \equiv 0$, is better understood. It follows immediately from the maximum principle for the heat equation that there exists $\lambda^{*}>0$ such that $v_{\lambda}(\Psi)$ is global if $0<\lambda<\lambda^{*}$ and $v_{\lambda}(\Psi)$ blows up if $\lambda>\lambda^{*}$. (The borderline case $\lambda=\lambda^{*}$ may correspond to either globality [9], [10], [21] or to blowup [20].)

In other words, defining

$$
\mathcal{G}=\left\{v_{0} \in C_{0}(\Omega), T_{v_{0}}=\infty\right\},
$$

it holds that $\mathcal{G}^{+}=\left\{v_{0} \in \mathcal{G}, v_{0} \geq 0\right\}$ is star-shaped with respect to 0 . (In fact, $\mathcal{G}^{+}$is convex.) In general, however, $\mathcal{G}$ is not star-shaped. In fact, consider the stationary problem

$$
\begin{cases}-\Delta u=|u|^{p-1} u & \text { in } \Omega  \tag{1.2}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

where $p>1$ and $\Omega$ is the unit ball in $\mathbb{R}^{N}, N>2$. In [5] the authors showed that there exists $p^{*}<p_{S}:=(N+2) /(N-2)$ with the following property. If $u$ is a radial sign-changing solution of the Lane Emden problem (1.2) (for subcritical $p$ there are countable many), there exists $\varepsilon>0$ such that if $p^{*}<p<p_{S}$ and if $0<|1-\lambda|<\varepsilon$ then $\lambda u \notin \mathcal{G}$, i.e., $v_{\lambda}(u)$ blows up in finite time for $\lambda$ slightly greater or slightly smaller then 1 . Note that $u \in \mathcal{G}$, so that $\mathcal{G}$ is not star-shaped. Let us point out that an analogous result was proven for $N=3$ and $p$ close to 1 , see [8]. The results in [5] have been extended to case of general non symmetric domains in [19]. Further analysis of the structure of the set $\mathcal{G}$ and of its complementary set

$$
\begin{equation*}
\mathcal{B}=\left\{v_{0} \in C_{0}(\Omega), T_{v_{0}}<\infty\right\} \tag{1.3}
\end{equation*}
$$

can be found in [6] and [7].
The results of [5] and [8] do not apply in the case $N=1$. In fact, for $N=1$ and $p>1 v_{\lambda}(u)$ is global and converges uniformly to zero if $|\lambda|<1$, while $v_{\lambda}(u)$ blows up if $|\lambda|>1$. This is due to the antiperiodic structure of the one-dimensional problem, which implies that $v_{\lambda}(u)$ does not change sign between two consecutive nodes of $u$. In this way, in the one-dimensional case there is no essential difference in considering $u$ with or without a definite sign.

In this paper we treat the case $N=2$, which was left open in [5]. We recall that for any $p>1$ and $\mathcal{K} \in \mathbb{N}$ there exists a unique (up to a sign) radial solution $u_{p, \mathcal{K}} \in C^{2}(\Omega)$ of (1.2) with $\mathcal{K}$ nodal regions. The main goal of this work is to establish the following result.
Theorem 1.1. Let $u_{p, \mathcal{K}}$ be a sign-changing radial stationary solution of (1.1) (see (1.2)) with $\mathcal{K}$ nodal regions. Then there exists $p^{*}=p^{*}(\mathcal{K})>1$ and $\varepsilon=\varepsilon(p, \mathcal{K})>0$ such that if $p>p^{*}$ and $0<|1-\lambda|<\varepsilon$, then

$$
\lambda u_{p, \mathcal{K}} \in \mathcal{B} .
$$

Our result is analogous in spirit to the one in [5] cited above. In fact, the proofs are based on similar strategies. They are both consequences of the following proposition, which is a particular case of Theorem 2.3 of [7].
Proposition 1.2. Let $u$ be a sign changing solution of (1.2) and let $\varphi_{1}$ be a positive eigenvector of the self-adjoint operator $L$ given by $L \varphi=$ $-\Delta \varphi-p|u|^{p-1} \varphi$, for $\varphi \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$. Assume that

$$
\begin{equation*}
\int_{\Omega} u \varphi_{1} \neq 0 \tag{1.4}
\end{equation*}
$$

Then there exists $\varepsilon>0$ such that if $0<|1-\lambda|<\varepsilon$, then the solution $v_{\lambda}(u)$ of (1.1) with the initial value $\lambda u$ blows up in finite time.

Proposition 1.2 says that the linear instability of the stationary solution expressed by (1.4) yields not only nonlinear instability, but also blowup. A similar result for positive solutions of the nonlinear heat equation and of the nonlinear wave equation may be found in [15]. In view of Proposition 1.2, Theorem 1.1 holds if we prove the following:
Theorem 1.3. Given $\mathcal{K} \geq 2$, let $u$ be a radial solution to (1.2) having $\mathcal{K}$ nodal regions. Then there exists $p^{*}=p^{*}(\mathcal{K})$ such that for $p>p^{*}$

$$
\int_{\Omega} u \varphi_{1}>0
$$

where $\varphi_{1}$ is the first positive eigenfunction of the linearized operator $L$ at $u$.

The proof of Theorem 1.1 relies on the fact that, in an appropriate sense, the limit problem of the Lane Emden problem (1.2) is the Liouville problem

$$
\left\{\begin{array}{l}
-\Delta u=e^{u}, \quad \text { in } \mathbb{R}^{2}  \tag{1.5}\\
e^{u} \in L^{1}\left(\mathbb{R}^{2}\right),
\end{array}\right.
$$

see [1], [13], [14]. To be more precise, we consider a suitable scaling $\tilde{u}$ of $u$, which is defined on a ball $\tilde{\Omega}$ of radius $r(p)$ such that $r(p) \rightarrow \infty$ as $p \rightarrow \infty$. We define as well a rescaling $\tilde{L}$ of the linear operator $L$, possessing a first eigenvector $\tilde{\varphi}_{1}$ associated to a first eigenvalue $\tilde{\lambda}_{1}$. Extending $\tilde{u}$ and $\tilde{\varphi}_{1}$ identically equal to zero outside $\tilde{\Omega}$, it turns out that

$$
\begin{equation*}
|\tilde{u}|^{p-1} \tilde{u} \underset{p \rightarrow \infty}{\longrightarrow} e^{z^{*}} \tag{1.6}
\end{equation*}
$$

uniformly over the compact sets of $\mathbb{R}^{2}$, where $z^{*}$ is the unique radial solution of (1.5) such that $z^{*}(0)=0$ and $\nabla z^{*}(0)=0$. Moreover, the linearized limit operator $L^{*}=-\Delta-e^{z^{*}}$ has a negative first eigenvalue $\lambda_{1}^{*}$ and a positive corresponding eigenfunction $\varphi_{1}^{*}$ and

$$
\begin{equation*}
\tilde{\lambda}_{1} \xrightarrow[p \rightarrow \infty]{\longrightarrow} \lambda_{1}^{*}, \tag{1.7}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{\varphi}_{1} \underset{p \rightarrow \infty}{\longrightarrow} \varphi_{1}^{*} \quad \text { in } L^{2}\left(\mathbb{R}^{2}\right) \tag{1.8}
\end{equation*}
$$

Using (1.6) and (1.8) we show that

$$
\begin{equation*}
\int_{\tilde{\Omega}}|\tilde{u}|^{p-1} \tilde{u} \varphi_{1}^{*} \underset{p \rightarrow \infty}{\longrightarrow} \int_{\mathbb{R}^{2}} e^{z^{*}} \varphi_{1}^{*} . \tag{1.9}
\end{equation*}
$$

Since both $e^{z^{*}}$ and $\varphi_{1}^{*}$ are positive, the integral at the left hand side of (1.9) is positive for large $p$. By a simple computation, this allows to conclude that (1.4) holds. Then Theorem 1.1 follows from Proposition 1.2 and Theorem 1.3.

To obtain (1.6)-(1.9) we exploit the analysis of [14] concerning the case of two nodal regions. For $\mathcal{K}=2$, the limit problem associated to $u^{+}$, the positive part of $u$, is a regular Liouville problem in the whole space $\mathbb{R}^{2}$ (while the negative part $u^{-}$is associated to a singular Liouville problem). Using the results of [14], we have been able to prove that (1.6) holds for solutions having any fixed number $\mathcal{K}$ of nodal regions. There are two crucial steps in the proofs of (1.7)-(1.9) for general $\mathcal{K}$, the variational characterization (2.10) of $u$, which is a consequence of the results of [4], and the energy estimate (2.1).

For $N \geq 3$ and subcritical $p<p_{S}$, it was shown in [8] that $\lambda u \in \mathcal{B}$ if $|1-\lambda|$ and $p_{S}-p$ are small enough $(\lambda \neq 1)$, independently of the number $\mathcal{K}$ of oscillations of the stationary solution $u$. We were not able to obtain here an analogous result, since $p$ and $\lambda$ depend on $\mathcal{K}$ in Theorem 1.1. There is a distinguished difference between the two cases. In the case $N \geq 3$, the limit problem of (1.2) for $p \rightarrow p_{S}$ is still the same problem (1.2) for $p=p_{S}$, which has a (unique, up to dilations and translations) positive regular solution. However, in the present case $N=2$, there is qualitative, other than quantitative, transformation when passing to the limit $p \rightarrow \infty$. This explains why the analysis here is more involved.
The rest of the paper is organized as follows. In Section 2 we obtain some preliminary results that will be useful in the sequel. In particular, we obtain the energy estimate in Proposition 2.1 and the variational characterization in Proposition 2.4. In Section 3, we carry out an asymptotic spectral analysis, proving (1.7) and (1.8). Finally, in Section 4 we show (1.9), which yields Theorem 1.3 and Theorem 1.1.

## 2. Preliminary results

It is well known that, for $p>1$ and $\mathcal{K} \geq 1$ (1.2) admits a unique radially symmetric solution $u_{p, \mathcal{K}} \in C^{2}(\bar{\Omega})$ having $\mathcal{K}$ nodal regions and such that $u_{p, \mathcal{K}}(0)>0$, see e.g. [23]. In this section we establish bounds on the energy of $u_{p, \mathcal{K}}$ and on its $C_{0}$ norm which will be crucial for the proof of our main result. These estimates extend those in [18] for the case $\mathcal{K}=2$.

Proposition 2.1. There exist $p^{*}=p^{*}(\mathcal{K}) \in \mathbb{R}$ and $\mathcal{E}=\mathcal{E}(\mathcal{K})>0$ such that

$$
\begin{equation*}
p \int_{\Omega}\left|u_{p, \mathcal{K}}\right|^{p+1} d x=p \int_{\Omega}\left|\nabla u_{p, \mathcal{K}}\right|^{2} d x \leq \mathcal{E} \tag{2.1}
\end{equation*}
$$

for $p>p^{*}$.
Proof. Consider the energy functional

$$
E_{p}(u)=\frac{1}{2}\|\nabla u\|_{2}^{2}-\frac{1}{p+1}\|u\|_{p+1}^{p+1}
$$

for $u \in H_{0, r}^{1}(\Omega)$, the space of radial functions of $H_{0}^{1}(\Omega)$. Note that, if $u$ is a solution of (1.2), then

$$
E_{p}(u)=\frac{p-1}{2(p+1)} \int_{\Omega}|\nabla u|^{2} .
$$

In this way, Proposition 2.1 will be proven once we bound $p E_{p}\left(u_{p, \mathcal{K}}\right)$ uniformly in $p$. To do so, we first remark that the proofs of Theorem 1.2 and of Theorem 1.4 of [4] still hold when applied to the space $H_{0, r}^{1}(\Omega)$. As a consequence, we obtain a sequence of distinct solutions of (1.2) $\pm v_{p, j}, j \in \mathbb{N}$, such that
a) $\left\|v_{p, j}\right\|_{H_{0, r}^{1}(\Omega)} \rightarrow \infty$ as $j \rightarrow \infty$.
b) $v_{p, 1}$ is positive and $v_{p, j}$ changes sign for $j \geq 2$. Moreover $v_{p, j}$ has at most $j$ nodal regions.
c) $E_{p}\left(v_{p, j}\right) \leq \beta_{j}$, where

$$
\begin{equation*}
\beta_{j}=\inf _{\substack{V \subset H_{0, r}^{1}, r \\ \operatorname{dim}(\Omega) \geq j}} \sup _{v \in V} E_{p}(v), \tag{2.2}
\end{equation*}
$$

We next observe that, by the uniqueness (up to a sign) of the radial solution of (1.2) having $j$ nodal regions, we may write that

$$
\begin{equation*}
v_{p, j}=u_{p, j} \tag{2.3}
\end{equation*}
$$

for all $j$. We shall now use $c$ ) here above to estimate $p E_{p}\left(u_{p, j}\right)$ independently of $p$. Our arguments extend those employed in [18] for the case $j=2$ of two nodal regions.

Given $\mathcal{K} \in \mathbb{N}$, fix $\alpha_{1}, \ldots, \alpha_{\mathcal{K}-1}$ positive numbers satisfying $\alpha_{j}>\alpha_{j+1}$ for $j=1, \ldots, \mathcal{K}-1$ and set $\alpha_{\mathcal{K}}=0$. Consider the $\mathcal{K}$-dimensional subspace $V_{\mathcal{K}}^{p}$ of $H_{0, r}^{1}(\Omega)$ spanned by the $\mathcal{K}$ linearly independent functions $g_{p, 1}, \ldots, g_{p, \mathcal{K}}$, defined in the following way.

1) $g_{p, 1}$ is the unique positive radial solution to (1.2) in the ball

$$
B_{p}=\left\{x \in \mathbb{R}^{2}:|x| \leq e^{-\alpha_{1} p}\right\}
$$

2) For $2 \leq j \leq \mathcal{K}, g_{p, j}$ is the unique radial positive solution to (1.2) in the annulus

$$
A_{p, j}=\left\{x \in \mathbb{R}^{2}: e^{-\alpha_{j-1} p} \leq|x| \leq e^{-\alpha_{j} p}\right\} .
$$

Let us assume for the moment that there exist $\bar{p}>1$ and constants $c_{1}, \ldots, c_{\mathcal{K}}$ such that

$$
\begin{equation*}
p E_{p}\left(g_{p, j}\right) \leq c_{j} \quad \forall p>\bar{p}, \quad 1 \leq j \leq \mathcal{K} \tag{2.4}
\end{equation*}
$$

Since $g_{p, j}$ belongs to the Nehari manifold

$$
\mathcal{N}_{p}=\left\{u \in H_{0, r}^{1}(\Omega) \backslash\{0\}:\|\nabla u\|_{2}^{2}=\|u\|_{p+1}^{p+1}\right\}
$$

it is easy to see that $E_{p}\left(t_{p, j}\right) \leq E_{p}\left(g_{p, j}\right)$ for all $t \in \mathbb{R}$. By (2.4),

$$
p E_{p}\left(\sum_{j=1}^{\mathcal{K}} t_{j} g_{p, j}\right) \leq \sum_{j=1}^{\mathcal{K}} p E_{p}\left(g_{p, j}\right) \leq \sum_{j=1}^{\mathcal{K}} c_{j},
$$

for all $t_{j} \in \mathbb{R}$ and $p>\bar{p}$. Hence, using (2.3) and $c$ ) here above, we get

$$
p E_{p}\left(u_{p, \mathcal{K}}\right) \leq \sup _{v \in V_{\mathcal{K}}^{p}} p E_{p}(v) \leq \sum_{j=1}^{\mathcal{K}} c_{j}
$$

showing (2.1) for any $p>\bar{p}$. To conclude the proof, it remains to show (2.4).

We start by estimating $p E_{p}\left(g_{p, 1}\right)$. Note that

$$
g_{p, 1}(|x|)=e^{\frac{2 \alpha_{1} p}{p-1}} w_{p}\left(e^{\alpha_{1} p}|x|\right),
$$

where $w_{p}$ is the unique positive solution to (1.2) in the unit ball. Thus,

$$
\begin{equation*}
\int_{B_{p}}\left|\nabla g_{p, 1}\right|^{2}=e^{\frac{4 \alpha_{11} p}{p-1}} \int_{B_{1}}\left|\nabla w_{p}\right|^{2} \tag{2.5}
\end{equation*}
$$

Moreover, it follows from Lemma 2.1 of [1] that

$$
p \int_{B_{1}}\left|\nabla w_{p}\right|^{2} \underset{p \rightarrow \infty}{\longrightarrow} 8 \pi e
$$

Therefore

$$
p E_{p}\left(g_{p, 1}\right)=\frac{2 p(p+1)}{p-1} \int_{B_{p}}\left|\nabla g_{p, 1}\right|^{2} \underset{p \rightarrow \infty}{\longrightarrow} 16 \pi e^{4 \alpha_{1}+1}
$$

and this gives (2.4) for $j=1$.
We now estimate $p E_{p}\left(g_{p, j}\right)$ for $j \geq 2$. Let $z_{p, j}$ be the positive (radial) solution of

$$
\max _{H_{0, r}^{1}\left(A_{p, j}\right)}\left\{\int_{A_{p, j}}|u|^{p+1}, \int_{A_{p, j}}|\nabla u|^{2}=p^{-1}\right\}=: I_{p, j} .
$$

Then $z_{p, j}$ satisfies $-\Delta z_{p, j}=\left(p I_{p, j}\right)^{-1} z_{p, j}^{p}$, so that $g_{p, j}=\left(p I_{p, j}\right)^{-\frac{1}{p-1}} z_{p, j}$. Hence,

$$
\begin{equation*}
p \int_{A_{p, j}}\left|\nabla g_{p, j}\right|^{2}=\left(p I_{p, j}\right)^{-\frac{2}{p-1}} . \tag{2.6}
\end{equation*}
$$

Next, inspired by the results in [12] on the asymptotic behavior of the radial positive solution in an annulus as $p \rightarrow \infty$, we set $\Delta_{j}=\alpha_{j-1}-\alpha_{j}$ and consider
$w_{p, j}(x)=\left(2 \pi \Delta_{j}\right)^{-\frac{1}{2}} p^{-1} \begin{cases}\alpha_{j-1} p+\log r, & e^{-\alpha_{j-1} p} \leq r \leq e^{-\frac{\left(\alpha_{j}+\alpha_{j-1}\right)}{2} p}, \\ -\alpha_{j} p-\log r, & e^{-\frac{\left(\alpha_{j}+\alpha_{j-1}\right)}{2} p} \leq r \leq e^{-\alpha_{j} p},\end{cases}$ where $r=|x|$. Since $w_{p, j} \in H_{0 . r}^{1}\left(A_{p, j}\right)$ and $\left\|\nabla w_{p, j}\right\|_{L^{2}\left(A_{p, j}\right)}^{2}=p^{-1}$ we get

$$
\begin{equation*}
\int_{A_{p, j}} w_{p, j}^{p+1} \leq I_{p, j} . \tag{2.7}
\end{equation*}
$$

Then,

$$
\int_{A_{p, j}} w_{p, j}^{p+1} \geq(2 \pi)^{-\frac{p-1}{2}} \Delta_{j}^{-\frac{p+1}{2}} p^{-(p+1)} \int_{e^{-\alpha_{j-1} p}}^{e^{-\frac{\left(\alpha_{j}+\alpha_{j-1}\right)}{2} p}}\left(\alpha_{j-1} p+\log r\right)^{p+1} r d r .
$$

Through the change of variables $s=e^{\frac{\alpha_{j-1}+\alpha_{j}}{2} p} r$, we get

$$
\begin{gather*}
\int_{A_{p, j}} w_{p, j}^{p+1} \geq(2 \pi)^{-\frac{p-1}{2}} \Delta_{j}^{-\frac{p+1}{2}} e^{\left(\alpha_{j-1}+\alpha_{j}\right) p} \int_{e^{-\frac{p \Delta_{j}}{2}}}^{1}\left(\frac{\Delta_{j}}{2}+p^{-1} \log s\right)^{p+1} s d s  \tag{2.8}\\
=2^{-\frac{3 p+1}{2}} \pi^{-\frac{p-1}{2}} \Delta_{j}^{\frac{p+1}{2}} e^{\left(\alpha_{j-1}+\alpha_{j}\right) p} \int_{e^{-\frac{p \Delta_{j}}{2}}}^{1}\left(1+\frac{2}{p \Delta_{j}} \log s\right)^{p+1} s d s .
\end{gather*}
$$

Using the Dominated Convergence Theorem, we obtain

$$
\begin{equation*}
\int_{\substack{p \Delta_{j} \\ e^{-\frac{2}{2}}}}^{1}\left(1+\frac{2}{p \Delta_{j}} \log s\right)^{p+1} s d s \underset{p \rightarrow \infty}{\longrightarrow} \int_{0}^{1} s^{2\left(\Delta_{j}\right)^{-1}+1} d s=\frac{\Delta_{j}}{2+2 \Delta_{j}} . \tag{2.9}
\end{equation*}
$$

It then follows from (2.6)-(2.9) that

$$
p E_{p}\left(g_{p, j}\right)=\frac{2 p(p+1)}{p-1} \int_{A_{p, j}}\left|\nabla g_{p, j}\right|^{2} \leq 5 \pi\left(\Delta_{j}\right)^{-1} e^{-2\left(\alpha_{j-1}+\alpha_{j}\right)}
$$

if $p$ is large enough. This concludes the proof.
Remark 2.2. Note that $\min _{j \leq \mathcal{K}} \Delta_{j} \rightarrow 0$ as $\mathcal{K} \rightarrow \infty$. Thus, the energy estimate (2.1) is not independent of $\mathcal{K}$.

As a consequence of Proposition 2.1 and of Theorem 1.2 of [4] we can show a nice variational characterization of the radial solutions $u_{p, \mathcal{K}}$ of (1.2).

Proposition 2.3. We have

$$
\begin{equation*}
E_{p}\left(u_{p, \mathcal{K}}\right)=\inf _{\substack{V \subset H_{0, r}^{1}(\Omega) \\ \operatorname{dim}(V) \mathcal{K}}} \sup _{v \in V} E_{p}(v) . \tag{2.10}
\end{equation*}
$$

Proof. Denoting by $\chi_{1}, \chi_{2}, \ldots, \chi_{\mathcal{K}}$ the $\mathcal{K}$ the characteristic functions associated to the $\mathcal{K}$ disjoint nodal regions of $u_{p, \mathcal{K}}$, set $u_{p, \mathcal{K}}^{j}=u_{p, \mathcal{K}} \chi_{j}$ and define $V_{\mathcal{K}}$ as the subspace generated by $\left\{u_{p, \mathcal{K}}^{j}\right\}_{j \leq \mathcal{K}}$. Since $E\left(t u_{p, \mathcal{K}}^{j}\right) \leq$ $E\left(u_{p, \mathcal{K}}^{j}\right)$ for all $t \in \mathbb{R}$, we have that

$$
E_{p}\left(\sum_{j=1}^{\mathcal{K}} t_{j} u_{p, \mathcal{K}}^{j}\right) \leq \sum_{j=1}^{\mathcal{K}} E_{p}\left(u_{p, \mathcal{K}}\right)=E_{p}\left(u_{p, \mathcal{K}}\right) .
$$

From (2.2) we get that $\beta_{j} \leq E_{p}\left(u_{j}\right)$. The reverse inequality was obtained in the proof of Proposition 2.1 and so (2.10) holds.

Since for general domains $\Omega$ there could be more solutions having the same number of nodal regions but different energy, as it is the case when $\Omega$ is a ball (see [2]), a characterization of type (2.10) does not hold for general stationary solutions in $H_{0}^{1}(\Omega)$.

Let now $\varepsilon_{p, \mathcal{K}}$ be such that

$$
\begin{equation*}
\varepsilon_{p, \mathcal{K}}^{-2}=p u_{p, \mathcal{K}}(0)^{p-1} \tag{2.11}
\end{equation*}
$$

and set

$$
\begin{equation*}
0<r_{p, \mathcal{K}, 1}<r_{p, \mathcal{K}, 2}<\cdots<r_{p, \mathcal{K}, \mathcal{K}-1}<1 \tag{2.12}
\end{equation*}
$$

the nodal radii of $u_{p, \mathcal{K}}(|x|)=u_{p, \mathcal{K}}(r), r=|x|$, in the ball.
Proposition 2.4. We have the following.
i) $\left\|u_{p, \mathcal{K}}\right\|_{L^{\infty}(\Omega)}=u_{p, \mathcal{K}}(0)$.
ii) There exist $\underline{c}>0$ and $C(\mathcal{K})>0$ such that $\underline{c} \leq u_{p, \mathcal{K}}(0) \leq C(\mathcal{K})$ for all $p>1$.
iii) $\frac{r_{p, \mathcal{K}, 1}}{\varepsilon_{p, \mathcal{K}}} \underset{p \rightarrow \infty}{\longrightarrow} \infty$.
iv) $\frac{\left\|u_{p, \mathcal{K}}\right\|_{L^{\infty}\left(\left\{|x| \geq r_{p}, \mathcal{K}, 1\right\}\right)}}{u_{p, \mathcal{K}}(0)} \underset{p \rightarrow \infty}{\longrightarrow} \vartheta<\frac{1}{2}$.

Proof. Considering $u_{p, \mathcal{K}}$ as a function of $r=|x|$, it satisfies

$$
u_{p, \mathcal{K}}^{\prime \prime}+\frac{N-1}{r} u_{p, \mathcal{K}}^{\prime}+\left|u_{p, \mathcal{K}}\right|^{p-1} u_{p, \mathcal{K}}=0 .
$$

Multiplying the equation by $u_{p, \mathcal{K}}^{\prime}$, we get that $F^{\prime}(r) \leq 0$, where

$$
\begin{equation*}
F(r)=\frac{1}{2}\left|u_{p, \mathcal{K}}^{\prime}\right|^{2}+\frac{1}{p+1}\left|u_{p, \mathcal{K}}\right|^{p+1} . \tag{2.13}
\end{equation*}
$$

Thus $F$ is nonincreasing. In particular, $F(0) \geq F(r)$ for all $r \geq 0$, which implies that $\left\|u_{p, \mathcal{K}}\right\|_{L^{\infty}(\Omega)}=u_{p, \mathcal{K}}(0)$. This also implies that the absolute values $M_{j}, j=1,2, \ldots, \mathcal{K}$, of the local maxima of each nodal region of $u_{p, \mathcal{K}}$ decrease with $j$.

We next prove the lower bound in $i i$ ). Let us recall that this was shown to be true in Lemma 2.3 of [14] for the case $\mathcal{K}=2$ of two nodal regions. This yields the result for general $\mathcal{K}$, since $u_{p, \mathcal{K}}(0)>u_{p, 2}(0)$. Indeed, for $j<\mathcal{K}$

$$
\begin{equation*}
u_{p, j}(r)=r_{p, \mathcal{K}, j}^{\frac{2}{p-1}} u_{p, \mathcal{K}}\left(r_{p, \mathcal{K}, j} r\right) \tag{2.14}
\end{equation*}
$$

Taking $j=2$, we get $u_{p, \mathcal{K}}(0)=r_{p, \mathcal{K}, 2}^{-\frac{2}{p-1}} u_{p, 2}(0)>u_{p, 2}(0)$.
To obtain the upper bound, we see from (2.14) for $j=1$ and from Proposition 2.1 that

$$
\begin{align*}
& p \int_{0}^{1} u_{p, 1}^{p+1}(r) r d r=p r_{p, \mathcal{K}, 1}^{\frac{2(p+1)}{p-1}} \int_{0}^{1} u_{p, \mathcal{K}}^{p+1}\left(r_{p, \mathcal{K}, 1} r\right) r d r=  \tag{2.15}\\
& p r_{p, \mathcal{K}, 1}^{\frac{4}{p-1}} \int_{0}^{r_{p, \mathcal{K}, 1}} u_{p, \mathcal{K}}^{p+1}(s) s d s<p r_{p, \mathcal{K}, 1}^{\frac{4}{p-1}} \int_{0}^{1} u_{p, \mathcal{K}}^{p+1}(s) s d s \leq C r_{p, \mathcal{K}, 1}^{\frac{4}{p-1}} .
\end{align*}
$$

for some $C=C(\mathcal{K})$. We next recall that

$$
\begin{equation*}
\lim _{p \rightarrow \infty} p \int_{0}^{1} u_{p, 1}^{p+1}(r) r d r=\frac{1}{2 \pi} \lim _{p \rightarrow \infty} p \int_{\Omega} u_{p, 1}^{p+1} d x=4 e, \tag{2.16}
\end{equation*}
$$

see [1]. Using (2.15) and (2.16) we conclude that $r_{p, \mathcal{K}, 1}^{\frac{2}{p-1}}$ is uniformly bounded from below. Finally, we note from (2.14) that

$$
\begin{equation*}
r_{p, \mathcal{K}, 1}^{\frac{2}{p-1}}=\frac{u_{p, 1}(0)}{u_{p, \mathcal{K}}(0)} . \tag{2.17}
\end{equation*}
$$

Since $u_{p, 1}(0) \rightarrow \sqrt{e}$, see [1], we conclude that $u_{p, \mathcal{K}}(0)$ is uniformly bounded from above. This completes the proof of ii).

To show $i i i$ ), we use once again (2.14) to write that

$$
\begin{equation*}
r_{p, \mathcal{K}, 1}=r_{p, \mathcal{K}, 2} r_{p, 2,1} \tag{2.18}
\end{equation*}
$$

and that

$$
\begin{equation*}
u_{p, \mathcal{K}}^{\frac{p-1}{2}}=u_{p, 2}^{\frac{p-1}{2}} r_{p, \mathcal{K}, 2}^{-1} . \tag{2.19}
\end{equation*}
$$

From (2.18) and (2.19) we get

$$
\begin{equation*}
\frac{r_{p, \mathcal{K}, 1}}{\varepsilon_{p, \mathcal{K}}}=\sqrt{p} r_{p, \mathcal{K}, 1} u_{p, \mathcal{K}}^{\frac{p-1}{2}}(0)=\sqrt{p} r_{p, 2,1} u_{p, 2}^{\frac{p-1}{2}}(0)=\frac{r_{p, 2,1}}{\varepsilon_{p, 2}} \tag{2.20}
\end{equation*}
$$

Thus the result for general $\mathcal{K}$ follows from the one for $\mathcal{K}=2$, which was proven in Proposition 2.7 of [14].
It remains to show $i v$ ). Since the absolute values of the local maxima of each nodal region of $u_{p, \mathcal{K}}$ decrease, it follows easily from (2.14) that the quotient in $i v$ ) does not depend on $\mathcal{K}$. For $\mathcal{K}=2, i v$ ) was proven in Theorem 2 of [14]. This closes the proof.

The next proposition gives a meaning to the statement that the Lane Emden problem has the Liouville problem as a limit.

Proposition 2.5. Define the rescaled function

$$
z_{p, \mathcal{K}}=\frac{p}{u_{p, \mathcal{K}}(0)}\left(u_{p, \mathcal{K}}\left(\varepsilon_{p, \mathcal{K}} x\right)-u_{p, \mathcal{K}}(0)\right),
$$

over the rescaled domain $\Omega_{\varepsilon_{p, \mathcal{K}}}=\varepsilon_{p, \mathcal{K}}^{-1} \Omega$ and set $z_{p, \mathcal{K}}=0$ outside $\Omega_{\varepsilon_{p, \mathcal{K}}}$. Then

$$
\begin{equation*}
z_{p, \mathcal{K}} \underset{C_{\text {loc }}^{1}\left(\mathbb{R}^{2}\right)}{\longrightarrow} z^{*}, \tag{2.21}
\end{equation*}
$$

where

$$
\begin{equation*}
z^{*}=\log \left(\left(1+\frac{1}{8}|x|^{2}\right)^{-2}\right) \tag{2.22}
\end{equation*}
$$

is the unique regular solution to the Liouville problem

$$
\left\{\begin{array}{lll}
-\Delta z=e^{z} & & \text { in } \mathbb{R}^{2}  \tag{2.23}\\
\int_{\mathbb{R}^{2}} e^{z}<+\infty, & & z(0)=|\nabla z(0)|=0 .
\end{array}\right.
$$

Proof. The proof is similar to that of Theorem 2 in [13]. We outline the main steps for the reader's convenience. Using (2.11) it is easy to see that $z_{p, \mathcal{K}}$ solves

$$
-\Delta z_{p, \mathcal{K}}=\left|1+\frac{z_{p, \mathcal{K}}}{p}\right|^{p-1}\left(1+\frac{z_{p, \mathcal{K}}}{p}\right) \quad \text { in } \Omega_{\varepsilon_{p, \mathcal{K}}}
$$

with $\left|1+\frac{z_{p, \mathcal{K}}}{p}\right| \leq 1$. By standard regularity theory it follows that $z_{p, \mathcal{K}}$ is uniformly bounded in $C_{\text {loc }}^{2}\left(\mathbb{R}^{2}\right)$ and hence (2.21) holds with $z^{*}$ satisfying (2.23). Note that the uniform estimate of the energy obtained in Proposition 2.1 yields that $\int_{\mathbb{R}^{2}} e^{z}<+\infty$ (see the proof of Theorem 2 in [13] for details) and (2.22) follows by the classification of the solutions to (2.23).

Remark 2.6. Here is another argument for the proof of Proposition 2.5. It follows from (2.14), (2.17) and (2.11) that $z_{p, \mathcal{K}}=z_{p, 1}$ in $\Omega_{\varepsilon_{p, 1}}$. This yields (2.21) for general $\mathcal{K}$, since the case of positive solutions $\mathcal{K}=1$ was shown to be true in [1].

## 3. Asymptotic spectral analysis

As discussed in Section 2, an appropriate rescaling of $u_{p, \mathcal{K}}$ converges to the solution of the Liouville problem (2.23). In this section we consider the corresponding linearizations of the Lane Emden and of the Liouville problems and study their connections.

We first discuss the linearization of the limit problem. For $v \in$ $H^{2}\left(\mathbb{R}^{2}\right)$ define

$$
L^{*}(v)=-\Delta v-e^{z^{*}} v
$$

Consider the Rayleigh functional

$$
\mathcal{R}(w)=\int_{\mathbb{R}^{2}}\left(|\nabla w|^{2}-e^{z^{*}} w^{2}\right) d x
$$

for $w \in H^{1}\left(\mathbb{R}^{2}\right)$ and define

$$
\begin{equation*}
\lambda_{1}^{*}=\inf _{\|w\|_{L^{2}\left(\mathbb{R}^{2}\right)}=1} \mathcal{R}(w) . \tag{3.1}
\end{equation*}
$$

We remark that $\lambda_{1}^{*}>-\infty$, since $e^{z^{*}}$ is bounded.
Proposition 3.1. We have the following.
i) $\lambda_{1}^{*}<0$.
ii) Every minimizing sequence of (3.1) has a subsequence which strongly converges in $L^{2}\left(\mathbb{R}^{2}\right)$ to a minimizer.
iii) There exists a unique positive minimizer $\varphi_{1}^{*}$ to (3.1) which is radial and radially nonincreasing. Moreover, $\lambda_{1}^{*}$ is an eigenvalue of $L$ and $\varphi_{1}^{*}$ is an eigenvector associated to $\lambda_{1}^{*}$.
Proof. A direct computation gives that $e^{z^{*}} \in H^{1}\left(\mathbb{R}^{2}\right)$ and that

$$
\mathcal{R}\left(e^{z^{*}}\right)=-\frac{1}{2} \int_{\mathbb{R}^{2}} e^{3 z^{*}}=-\frac{4 \pi}{5}
$$

so that $\lambda_{1}^{*}$ is negative. This gives i).
To prove $i i$ ) let $w_{n}$ be a minimizing sequence of (3.1). Clearly, $w_{n}$ is bounded in $H^{1}\left(\mathbb{R}^{2}\right)$. Therefore, up to a subsequence, it converges weakly to some $w \in H^{1}\left(\mathbb{R}^{2}\right)$, and strongly in $L^{2}(\{|x| \leq R\})$ for every $R>0$. The weak lower semicontinuity of the norm gives

$$
\int_{\mathbb{R}^{2}}|\nabla w|^{2} \leq \liminf _{n \rightarrow \infty} \int_{\mathbb{R}^{2}}\left|\nabla w_{n}\right|^{2} \quad \text { and } \quad\|w\|_{L^{2}\left(\mathbb{R}^{2}\right)} \leq 1
$$

Moreover, exploiting the decay properties of $e^{z^{*}}$, we get

$$
\begin{aligned}
& \left|\int_{\mathbb{R}^{2}} e^{z^{*}}\left(w_{n}^{2}-w^{2}\right)\right| \leq \int_{\mathbb{R}^{2}} e^{z^{*}}\left|w_{n}^{2}-w^{2}\right|= \\
& \int_{\{|x| \leq R\}} e^{z^{*}}\left|w_{n}^{2}-w^{2}\right|+\int_{\{|x \geq R|\}} e^{z^{*}}\left|w_{n}^{2}-w^{2}\right| \\
& \leq C\left\|w_{n}-w\right\|_{L^{2}(|x| \leq R)}+\frac{C}{R^{4}},
\end{aligned}
$$

yielding

$$
\int_{\mathbb{R}^{2}} e^{z^{*}} w_{n}^{2} \rightarrow \int_{\mathbb{R}^{2}} e^{z^{*}} w^{2}
$$

Therefore $\mathcal{R}(w) \leq \lambda_{1}^{*}$, so that $w \neq 0$. Letting

$$
\hat{w}=\frac{w}{\|w\|_{L^{2}\left(\mathbb{R}^{2}\right)}}
$$

we have

$$
\lambda_{1}^{*} \leq \mathcal{R}(\hat{w})=\frac{\mathcal{R}(w)}{\|w\|_{L^{2}\left(\mathbb{R}^{2}\right)}^{2}} \leq \frac{\lambda_{1}^{*}}{\|w\|_{L^{2}\left(\mathbb{R}^{2}\right)}^{2}} \leq \lambda_{1}^{*} .
$$

Hence $\|w\|_{L^{2}\left(\mathbb{R}^{2}\right)}=1$ and $w$ is a minimizer. This also allows us to deduce that $w_{n}$ converges to $w$ in $L^{2}\left(\mathbb{R}^{2}\right)$ so that $\left.i i\right)$ holds.

The proof of $i i i$ ) now uses standard arguments, including a rearrangement procedure (see [17]).

We next consider the linearization of the Lane Emden problem. In the rest of this paper we fix $\mathcal{K} \geq 2$ and we denote for simplicity $u_{p, \mathcal{K}}$, $\varepsilon_{p, \mathcal{K}}$, etc. by $u_{p}, \varepsilon_{p}$, etc. Define for $v \in H^{2}(\Omega)$

$$
L_{p}(v)=-\Delta v-p\left|u_{p}\right|^{p-1} v .
$$

We denote by $\lambda_{1}(p)$ the first eigenvalue of $L_{p}$ in $\Omega$ and by $\varphi_{1, p}$ the corresponding positive eigenfunction normalized such that $\varphi_{1, p}>0$ and $\left\|\varphi_{1, p}\right\|_{L^{2}(\Omega)}=1$. In particular, we have

$$
\begin{equation*}
-\Delta \varphi_{1, p}-p\left|u_{p}\right|^{p-1} \varphi_{1, p}=\lambda_{1}(p) \varphi_{1, p} . \tag{3.2}
\end{equation*}
$$

Moreover, $\lambda_{1}(p)<0$ for any $p>1$, as it is easy to verify. Let us define $\tilde{\varphi}_{1, p}$ by

$$
\tilde{\varphi}_{1, p}=\varepsilon_{p} \varphi_{1, p}\left(\varepsilon_{p} x\right) \quad \text { in } \quad \Omega_{\varepsilon_{p}},
$$

$\tilde{\varphi}_{1, p}=0$ outside $\Omega_{\varepsilon_{p}}, \varepsilon_{p}$ being given by (2.11). Then $\tilde{\varphi}_{1, p}$ satisfies

$$
-\Delta \tilde{\varphi}_{1, p}=\tilde{V}_{p} \tilde{\varphi}_{1, p}+\tilde{\lambda}_{1}(p) \tilde{\varphi}_{1, p} \quad \text { in } \quad \Omega_{\varepsilon_{p}}
$$

where

$$
\begin{equation*}
\tilde{V}_{p}(x)=\frac{\left|u_{p}\left(\varepsilon_{p} x\right)\right|^{p-1}}{u_{p}(0)^{p-1}}=\left|1+\frac{z_{p}}{p}\right|^{p-1} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\lambda}_{1}(p)=\varepsilon_{p}^{2} \lambda_{1}(p) . \tag{3.4}
\end{equation*}
$$

In other words, $\tilde{\varphi}_{1, p}$ is a first eigenfunction of the operator

$$
\begin{equation*}
\tilde{L}_{p}=-\Delta-\tilde{V}_{p} I \tag{3.5}
\end{equation*}
$$

in $L^{2}\left(\Omega_{\varepsilon_{p}}\right)$ with $D\left(\tilde{L}_{p}\right)=H^{2}\left(\Omega_{\varepsilon_{p}}\right) \cap H_{0}^{1}\left(\Omega_{\varepsilon_{p}}\right), \tilde{\lambda}_{1}(p)$ being the corresponding first eigenvalue.

Extending $\tilde{\varphi}_{1, p} \equiv 0$ outside $\Omega_{\varepsilon_{p}}$, we have the following.
Lemma 3.2. The set $\left\{\tilde{\varphi}_{1, p}, p>1\right\}$ is bounded in $H_{r}^{1}\left(\mathbb{R}^{2}\right)$.
Proof. We have that $\left\|\tilde{\varphi}_{1, p}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}=1$. In addition, since $\tilde{\lambda}_{1}(p)$ is negative and $\left\|u_{p}\right\|_{L^{\infty}(\Omega)}=u_{p}(0)$,

$$
\begin{aligned}
& \int_{\mathbb{R}^{2}}\left|\nabla \tilde{\varphi}_{1, p}\right|^{2}=\varepsilon_{p}^{4} \int_{\Omega_{\varepsilon_{p}}}\left|\nabla \varphi_{1, p}\right|^{2}\left(\varepsilon_{p} x\right)=\varepsilon_{p}^{2} \int_{\Omega}\left|\nabla \varphi_{1, p}\right|^{2}= \\
& =\varepsilon_{p}^{2} p \int_{\Omega}\left|u_{p}\right|^{p-1} \varphi_{1, p}^{2}+\varepsilon_{p}^{2} \lambda_{1}(p) \int_{\Omega} \varphi_{1, p}^{2} \\
& \leq \varepsilon_{p}^{2} p \int_{\Omega}\left|u_{p}\right|^{p-1} \varphi_{1, p}^{2}=\frac{1}{u_{p}(0)^{p-1}} \int_{\Omega}\left|u_{p}\right|^{p-1} \varphi_{1, p}^{2} \leq 1 .
\end{aligned}
$$

Remark 3.3. Applying Strauss Lemma [22] for radial functions of $H_{r}^{1}\left(\mathbb{R}^{2}\right)$, we see from Lemma 3.2 that $\tilde{\varphi}_{1, p}(x) \rightarrow 0$ as $|x| \rightarrow \infty$ uniformly in $p$ and $r=|x|$.

We are now ready to discuss the convergence of the eigenvalues $\tilde{\lambda}_{1}(p)$.

Theorem 3.4. We have

$$
\begin{equation*}
\tilde{\lambda}_{1}(p) \underset{p \rightarrow+\infty}{\longrightarrow} \lambda_{1}^{*} \tag{3.6}
\end{equation*}
$$

Proof. We divide the proof in two steps.
Step 1: For $\epsilon>0$ we have

$$
\lambda_{1}^{*} \leq \tilde{\lambda}_{1}(p)+\epsilon \quad \text { for } p \text { sufficiently large. }
$$

To prove this, we see that $\lambda_{1}^{*} \leq \mathcal{R}\left(\tilde{\varphi}_{1, p}\right)$, since $\left\|\tilde{\varphi}_{1, p}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}=1$. Thus,

$$
\begin{align*}
\lambda_{1}^{*} & \leq \int_{\mathbb{R}^{2}}\left|\nabla \tilde{\varphi}_{1, p}\right|^{2}-e^{z^{*}} \tilde{\varphi}_{1, p}^{2}=\int_{\Omega_{\varepsilon_{p}}}\left|\nabla \tilde{\varphi}_{1, p}\right|^{2}-\tilde{V}_{p} \tilde{\varphi}_{1, p}^{2}-\int_{\Omega_{\varepsilon_{p}}}\left(e^{z^{*}}-\tilde{V}_{p}\right) \tilde{\varphi}_{1, p}^{2}  \tag{3.7}\\
& =\tilde{\lambda}_{1}(p)-\int_{\Omega_{\varepsilon_{p}}}\left(e^{z^{*}}-\tilde{V}_{p}\right) \tilde{\varphi}_{1, p}^{2} \\
& =\tilde{\lambda}_{1}(p)-\int_{|x|<R}\left(e^{z^{*}}-\tilde{V}_{p}\right) \tilde{\varphi}_{1, p}^{2}-\int_{R<|x|<\varepsilon_{p}^{-1}}\left(e^{z^{*}}-\tilde{V}_{p}\right) \tilde{\varphi}_{1, p}^{2}
\end{align*}
$$

where $R>0$. Using Hölder's inequality, (2.1), (2.11) and (2.22) we get

$$
\begin{aligned}
& \int_{R<|x|<\varepsilon_{p}^{-1}}\left|e^{z^{*}}-\tilde{V}_{p}\right| \tilde{\varphi}_{1, p}^{2} \leq\left\|e^{z^{*}}\right\|_{L^{\infty}(\{|x| \geq R\})}+ \\
& C\left\|\tilde{\varphi}_{1, p}\right\|_{L^{\infty}(\{|x| \geq R\})}^{2}\left(u_{p}(0)\right)^{-(p-1)}\left\{\int_{R<|x|<\varepsilon_{p}^{-1}} u_{p}\left(\varepsilon_{p} x\right)^{p+1}\right\}^{\frac{p-1}{p+1}} \varepsilon_{p}^{-\frac{4}{p+1}} \\
& \leq 64 R^{-4}+C\left\|\tilde{\varphi}_{1, p}\right\|_{L^{\infty}(\{|x| \geq R\})}^{2}\left(u_{p}(0)\right)^{-(p-1)}\left(\frac{\mathcal{E}}{p}\right)^{\frac{p-1}{p+1}} \varepsilon_{p}^{-2} \\
& =64 R^{-4}+C\left\|\tilde{\varphi}_{1, p}\right\|_{L^{\infty}(\{|x| \geq R\})}^{2} \mathcal{E}^{\frac{p-1}{p+1}} p^{\frac{2}{p+1}} .
\end{aligned}
$$

Using that $\left\|\tilde{\varphi}_{1, p}^{2}\right\|_{L^{\infty}(\{|x| \geq R\})} \rightarrow 0$ as $R \rightarrow \infty$ uniformly in $p$, see Remark 3.3, and $i$ ) of Proposition 2.4, we may fix $R$ large enough so that

$$
\begin{equation*}
\int_{R<|x|<\varepsilon_{p}^{-1}}\left|e^{z^{*}}-\tilde{V}_{p}\right| \tilde{\varphi}_{1, p}^{2} \leq \epsilon / 2 \tag{3.8}
\end{equation*}
$$

for all $p>1$. By (2.21) we get that $\tilde{V}_{p}=\left(1+\frac{z_{p}}{p}\right)^{p-1}$ converges uniformly to $e^{z^{*}}$ on compact sets. In this way, for $R$ fixed as above and $p$ sufficiently large

$$
\begin{equation*}
\int_{|x| \leq R}\left|e^{z^{*}}-\tilde{V}_{p}\right| \tilde{\varphi}_{1, p}^{2} \leq \epsilon / 2 \tag{3.9}
\end{equation*}
$$

Step 1 then follows from (3.7), (3.8) and (3.9).
Step 2: Given $\epsilon>0$, we have that

$$
\tilde{\lambda}_{1}(p) \leq \lambda_{1}^{*}+\epsilon \quad \text { for } p \text { sufficiently large. }
$$

To prove this, let us consider for $R>0$ a cut-off regular function $\psi_{R}(x)=\psi_{R}(r)$ such that

- $0 \leq \psi_{R} \leq 1$ with $\psi_{R}=1$ for $r \leq R$ and $\psi_{R}=0$ for $r \geq 2 R$,
- $\left|\nabla \psi_{R}\right| \leq 2 / R$
and set

$$
w_{R}=\frac{\psi_{R} \varphi_{1}^{*}}{\left\|\psi_{R} \varphi_{1}^{*}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}}
$$

We take $R$ such that the ball of radius $2 R$ is contained in $\Omega_{\varepsilon_{p}}$. Since $\Omega_{\varepsilon_{p}}$ converges to the whole space as $p$ tends to infinity, we can assume that $R$ is arbitrarily large for $p$ large enough.
From the variational characterization of $\tilde{\lambda}_{1}(p)$ we deduce that

$$
\begin{align*}
\tilde{\lambda}_{1}(p) & \leq \int_{\mathbb{R}^{2}}\left|\nabla w_{R}\right|^{2}-\tilde{V}_{p} w_{R}^{2}  \tag{3.10}\\
& =\int_{\mathbb{R}^{2}}\left|\nabla w_{R}\right|^{2}-e^{z^{*}} w_{R}^{2}+\int_{\mathbb{R}^{2}}\left(e^{z^{*}}-\tilde{V}_{p}\right) w_{R}^{2}
\end{align*}
$$

for all $p>1$. It is easy to see that $w_{R} \rightarrow \varphi_{1}^{*}$ in $H^{1}\left(\mathbb{R}^{2}\right)$ as $R \rightarrow \infty$. Therefore, given $\epsilon>0$ we can fix $R>0$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}\left|\nabla w_{R}\right|^{2}-e^{z^{*}} w_{R}^{2} \leq \lambda_{1}^{*}+\epsilon \tag{3.11}
\end{equation*}
$$

For such a fixed value of $R$, we can argue as in Step 1 to obtain that

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}\left(e^{z^{*}}-\tilde{V}_{p}\right) w_{R}^{2} \leq \epsilon \tag{3.12}
\end{equation*}
$$

for $p$ large enough. Now (3.10), (3.11) and (3.12) yield Step 2.
Assertion (3.6) follows from Step 1 and Step 2.

We may now prove the convergence of the eigenfunctions $\tilde{\varphi}_{1, p}$.
Corollary 3.5. $\tilde{\varphi}_{1, p}$ strongly converges to $\varphi_{1}^{*}$ in $L^{2}\left(\mathbb{R}^{2}\right)$.
Proof. Theorem 3.4 shows that $\tilde{\varphi}_{1, p}$ is a minimizing sequence for (3.1), and so the result follows by ii) and iii) of Proposition 3.1.

## 4. Proof of Theorem 1.1

We start with the
Proof of Theorem 1.3. Using $\varphi_{1, p} \in H_{0}^{1}(\Omega)$ as a test function in (1.2) gives

$$
\int_{\Omega} \nabla u_{p} \cdot \nabla \varphi_{1, p}=\int_{\Omega}\left|u_{p}\right|^{p-1} u_{p} \varphi_{1, p}
$$

while using $u_{p}$ as a test function in (3.2) yields

$$
\int_{\Omega} \nabla u_{p} \cdot \nabla \varphi_{1, p}=\int_{\Omega} p\left|u_{p}\right|^{p-1} u_{p} \varphi_{1, p}+\lambda_{1}(p) \int_{\Omega} u_{p} \varphi_{1, p}
$$

Subtracting the first equation from the second we obtain

$$
\frac{p-1}{-\lambda_{1}(p)} \int_{\Omega}\left|u_{p}\right|^{p-1} u_{p} \varphi_{1, p}=\int_{\Omega} u_{p} \varphi_{1, p}
$$

We may therefore study the sign of $\int_{\Omega}\left|u_{p}\right|^{p-1} u_{p} \varphi_{1, p}$ which is equivalent to studying the sign of

$$
\frac{1}{u_{p}(0)^{p} \varepsilon_{p}} \int_{\Omega}\left|u_{p}\right|^{p-1} u_{p} \varphi_{1, p}
$$

In order to prove the result, we will show that

$$
\begin{equation*}
\frac{1}{u_{p}(0)^{p} \varepsilon_{p}} \int_{\Omega}\left|u_{p}\right|^{p-1} u_{p} \varphi_{1, p} \underset{p \rightarrow \infty}{\longrightarrow} \int_{\mathbb{R}^{2}} e^{z^{*}} \varphi_{1}^{*}>0 \quad \text { as } p \rightarrow \infty . \tag{4.1}
\end{equation*}
$$

To do so, we take $\epsilon>0$ and choose $R>0$ such that

$$
\begin{equation*}
\int_{|x| \geq R} e^{z^{*}} \varphi_{1}^{*} \leq \epsilon \tag{4.2}
\end{equation*}
$$

We then write

$$
\begin{align*}
& \frac{1}{u_{p}(0)^{p} \varepsilon_{p}} \int_{\Omega}\left|u_{p}\right|^{p-1} u_{p} \varphi_{1, p}=\frac{1}{u_{p}(0)^{p}} \int_{\Omega_{\varepsilon_{p}}}\left|u_{p}\left(\varepsilon_{p} x\right)\right|^{p-1} u_{p}\left(\varepsilon_{p} x\right) \tilde{\varphi}_{1, p}(x)  \tag{4.3}\\
& =\frac{1}{u_{p}(0)^{p}} \int_{|x|<R}\left|u_{p}\left(\varepsilon_{p} x\right)\right|^{p-1} u_{p}\left(\varepsilon_{p} x\right) \tilde{\varphi}_{1, p}(x) \\
& +\frac{1}{u_{p}(0)^{p}} \int_{R<|x|<\varepsilon_{p}^{-1}}\left|u_{p}\left(\varepsilon_{p} x\right)\right|^{p-1} u_{p}\left(\varepsilon_{p} x\right) \tilde{\varphi}_{1, p}(x) .
\end{align*}
$$

Using the decay properties of $\tilde{\varphi}_{1, p}$, see Remark 3.3, we may take $R$ eventually larger so that

$$
\begin{align*}
& \frac{1}{u_{p}(0)^{p}} \int_{R<|x|<\varepsilon_{p}^{-1}}\left|u_{p}\left(\varepsilon_{p} x\right)\right|^{p} \tilde{\varphi}_{1, p} \\
& \leq C\left\|\tilde{\varphi}_{1, p}\right\|_{L^{\infty}(\{|x| \geq R\})} \frac{1}{u_{p}(0)^{p}}\left(\int_{R<|x|<\varepsilon_{p}^{-1}}\left|u_{p}\left(\varepsilon_{p} x\right)\right|^{p+1}\right)^{\frac{p}{p+1}} \varepsilon_{p}^{-\frac{2}{p+1}}  \tag{4.4}\\
& \leq C\left\|\tilde{\varphi}_{1, p}\right\|_{L^{\infty}(\{|x| \geq R\})} \frac{1}{u_{p}(0)^{p}}\left(\int_{\Omega}\left|u_{p}\right|^{p+1}\right)^{\frac{p}{p+1}} \varepsilon_{p}^{-2} \\
& \leq C\left\|\tilde{\varphi}_{1, p}\right\|_{L^{\infty}(\{|x| \geq R\})} \frac{1}{u_{p}(0)} p^{\frac{1}{p+1}} \mathcal{E}^{\frac{p}{p+1}} \leq \epsilon
\end{align*}
$$

for all $p>1$, where we have used (2.1), ii) of Proposition 2.4, (2.11), Hölder's inequality and a change of variables for the integration.

Moreover, (3.3), (2.21) and Corollary 3.5 yield

$$
\begin{align*}
& \left|\int_{|x| \leq R}\left(\frac{u_{p}\left(\varepsilon_{p} x\right)}{u_{p}(0)}\right)^{p} \tilde{\varphi}_{1, p}-\int_{|x| \leq R} e^{z^{*}} \varphi_{1}^{*}\right| \\
& =\left|\int_{|x| \leq R}\left(1+\frac{z_{p}}{p}\right)^{p} \tilde{\varphi}_{1, p}-\int_{|x| \leq R} e^{z^{*}} \varphi_{1}^{*}\right| \leq \epsilon \tag{4.5}
\end{align*}
$$

for $p$ eventually larger. Thus (4.1) is a consequence of (4.2)-(4.5).
We finish by proving our main result.
Proof of Theorem 1.1. Theorem 1.1 follows immediately from Theorem 1.3 and Proposition 1.2.

## References

[1] Adimurthi and M. Grossi, Asymptotic estimates for a two dimensional problem with polynomial nonlinearity, Proc. Amer. Math. Soc., 132 (2004), n.4, 1013-1019.
[2] A. Aftalion and F. Pacella, Qualitative properties of nodal solutions of semilinear elliptic equations in radially symmetric domains, C.R. Math. Acad. Sci. Paris, 5, (2004), 339-344.
[3] J. Ball, Remarks on blow-up and nonexistence theorems for nonlinear evolution equations, Quart. J. Math. Oxford Ser., 28 (1977), 473-486.
[4] T. Bartsch and T. Weth, A note on additional properties of sign changing solutions to superlinear elliptic equations, Topol. Methods Nonlinear Anal., 22 (2003), n.1, 1-14.
[5] T. Cazenave, F. Dickstein and F.B. Weissler, Sign-changing stationary solutions and blowup for the nonlinear heat equation in a ball, Math. Ann., 344 (2009), n.2, 431-449.
[6] T. Cazenave and F. Dickstein, and Weissler F.B., On the structure of global solutions of the nonlinear heat equation in a ball, J. Math. Anal. Appl., 360 (2009), n.2, 537-547.
[7] T. Cazenave, F. Dickstein and F.B. Weissler, Structural properties of the set of global solutions of the nonlinear heat equation, in Current Advances in Nonlinear Analysis and Related Topics, 13-23, GAKUTO Internat. Ser. Math. Sci. Appl., 32, Gakkōtosho, Tokyo, 2010.
[8] T. Cazenave, F. Dickstein and F.B. Weissler, Spectral properties of stationary solutions of the nonlinear heat equation, Publications Mathèmatiques, 55 (2011), n.1, 185-200.
[9] T. Cazenave and A. Haraux, An introduction to semilinear evolution equations. In: Oxford Lecture Series in Mathematics and Its Applications, vol. 13. Clarendon Press, Oxford University Press, New York,1998.
[10] Y. GigA, A bound for global solutions of semilinear heat equations, Comm. Math. Phys., 103 (1986), 415-421.
[11] D. Gilbarg and N. and Trudinger, S, Elliptic partial differential equations of second order. Reprint of the 1998 Edition, Springer.
[12] M. Grossi, Asymptotic behaviour of the Kazdan-Warner solution in the annulus, J. Differential Equations, 223 (2006), 96-111.
[13] M. Grossi, C. Grumiau and F. Pacella, Lane Emden problems: asymptotic behavior of low energy nodal solutions, Ann. Inst. H. Poincaré Anal. Non Linéaire, 30 (2013), n.1, 121-140.
[14] M. Grossi, C. Grumiau and F. Pacella, Lane Emden problems with large exponents and singular Liouville equations, http://arxiv.org/abs/1209.1534.
[15] Karageorgis and W.A. Strauss, Instability of steady states for the nonlinear wave and heat equations, J. Differential Equations, 241 (2007), n.1, 184-205.
[16] H.A. Levine, Some nonexistence and instability theorems for formally parabolic equations of the form $P u_{t}=-A u+f(u)$, Arch. Ration. Mech. Anal., 51 (1973), 371-386.
[17] E.H. Lieb and M. Loss, Analysis. Graduate studies in mathematics, 14. A.M.S. Providence, 2001.
[18] F. De Marchis, I. Ianni and F. Pacella, Sign-changing solutions of Lane Emden problems with interior nodal line and semilinear heat equations, J. Differential Equations, 25 (2013), 3596-3614.
[19] V. Marino,F. Pacella and B. Sciunzi, Blow up of solutions of semilinear heat equations in general domains, Comm. Cont. Math., doi: 10.1142/S0219199713500429
[20] N. Mizoguchi, Boundedness of global solutions for a supercritical semilinear heat equation and its application, Indiana Univ. Math. J., 54 (2005), 10471059.
[21] W.-M. Ni, P. Sacks and J. Tavantzis, On the asymptotic behavior of solutions of certain quasilinear parabolic equations. J. Differ Eq., 54, (1984), 97-120.
[22] W.A. Strauss, Existence of solitary waves in higer dimensions, Comm. Math, Phys, 55 (1977), n.2, 149-162.
[23] E. Yanagida, Structure of radial solutions to $\Delta u+K(|x|)|u|^{p-1} u=0$ in $R^{n}$, SIAM J. Math. Anal., 27 (1996), n.4, 997-1014.

Instituto de Matemática, Universidade Federal do Rio de Janeiro, Caixa Postal 68530, 21944-970 Rio de Janeiro, R.J., Brazil

E-mail address: fdickstein@ufrj.br
Dipartimento di Matematica, Università di Roma "La Sapienza", P.le A. Moro 2, 00185 Roma, Italy

E-mail address: pacella@mat.uniroma1.it
Dipartimento di Matematica, UniCAL,, Ponte Pietro Bucci 31B,, 87036 Arcavacata di Rende, Cosenza, Italy

E-mail address: sciunzi@mat.unical.it


[^0]:    Key words and phrases. Semilinear heat equation, finite-time blowup, signchanging stationary solutions, linearized operator, asymptotic behavior.
    F. D. was partially supported by CNPq (Brasil).
    F. P. was partially supported by PRIN 2009-WRJ3W7 grant(Italy).
    B. S. was partially supported by ERC-2011-grant: Epsilon and PRIN-2011: Var. and Top. Met.

    2010 Mathematics Subject Classification: 35K91, 35B35, 35B44, 35J91.

